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IHTHODOCTIOH TO OiGAHOPHOSPHORUS INSECTICIDES 

Acetylcholinesterase (AChE), one of the hydrolytic 

enzymes for acetylcholine, is the target of organophosphorus 

esters, including insecticides and nerve gases. The inhibi­

tion of the enzyme disturbs the normal operation of the ner­

vous system, finally resulting in the death of the subject. 

The neuron consists of an elongated axon and short branched 

dendrites. The axon ending connects with another neuron 

through a synapse, or with a muscular fiber through the neu­

romuscular junction. The nerve membrane covering the axon 

has a selective permeability to ions and normally the potas­

sium ion concentration is higher inside the axon than out, 

while the reverse is true for sodium ions. Owing to the con­

centration gradients of these ions, the resting nerve mem­

brane is polarized at the equilibrium potential. 

About every micrometer along the axon there are clusters 

of tiny vesicles each containing on the order of 10,000 

molecules of acetylcholine. On the opposite side of the 

synaptic cleft (200 to 300 i in interneuron synapses and 500 

to 600 & in neuromuscular junctions) are the acetylcholine 

receptors. An impulse arriving at the presynaptic membrane 

induces several hundred synaptic vesicles to release acetyl­

choline into the synaptic cleft. The acetylcholine diffuses 

rapidly across the cleft and combines with the receptor 

molecules where it causes channels to open in the cell 
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membrane allowing sodium to enter the cell and potassium to 

leave. The resulting electric current short-circuits the 

normal potential across the resting cell membrane. This 

depolarization produces the excitatory postsynaptic potential 

or end-plate potential. Bhen the potential achieves a 

threshold, an action potential rises rapidly to excite the 

neuron or muscle fiber. 

Acetylcholine would remain in the synaptic cleft, moving 

from one receptor molecule to another and opening additional 

channels, if /t were not for the enzyme acetylcholinesterase 

which rapidly hyàirolyzes acetylcholine into acetic acid and 

rloline. Most acetylcholinesterase is localized near the 

receptors on the postsynaptic membrane. As long as acetyl­

choline remains in the region of the synaptic cleft, the 

original state of the postsynaptic membrane cannot be 

reestablished. Therefore, the inhibition of AChS leads to a 

disturbance of the nervous function which leads to severe and 

often lethal damage in the organism. 

The inhibition of AChE by organophosphate esters is 

based on phosphorylation of an active enzyme site which is 

then unable to bind the natural substrate, i.e. 

(BO) 2POX • EH —> (BO) 2POE + HX 

where X is the "leaving group" on the ester and EH is the 

uninhibited AChE. Onlike the acetyiated AChE, which is 

unstable and hydrolyzed very rapidly, the phosphorylated 
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enzyme is very stable and its generation lowers the concen­

tration of AChE available for binding acetylcholine. With a 

sufficiently high insecticide concentration ('vIO-® to 10-'M) , 

the nonphosphorylated AChE is eventually unable to hydrolyze 

the acetylcholine being constantly produced during synaptic 

transmission. 

The phosphorylation is due in part to structural and 

chemical similarities between acetylcholine and organophos-

phorus (OP) insecticides. The phosphate ester binds to the 

esteratic site of AChE in place of the acetyl group of ace­

tylcholine. Some portion of the leaving group binds to the 

anionic site of AChE in place of the quaternary nitrogen of 

acetylcholine. Determining the relationship between struc­

ture and effectiveness of OP insecticides, therefore, 

requires a close examination of structural parameters to 

develop models for AChE enzyme surfaces and to determine the 

nature of the active sites. 
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THE CBTST&L AND HOLECOLAB STBUCIOBE OF 

DIHETHO&TE 

latrodaction 

Diaethoate is a highly species specific insecticide with 

a toxicity ratio (LD50 aouse/LOso housefly) of 280 and an 

oral LD50 for rats of over 600 ag/kg. It also contains sev­

eral structural similarities to azinphos-methyl* (LD50 = 16 

mg/kg) and aaidithion^ (ID50 = 600 mg/kg), which have been 

previously studied in this laboratory. For these reasons a 

crystal of diaethoate (dimethyl S-(N-methylcarbaaoylaethyl) 

phosphorodithioate) vas selected for three-dimensional 

analysis. 

Experimental 

Crystal Data à rectangular prismatic crystal with 

approximate dimensions 0.15 x 0.21 x 0.25 mm was selected and 

mounted inside a 0.30 am thin-walled Lindeaan glass capillary 

and subsequently attached to a standard goniometer head. 

From three preliminary w-oscillation photographs taken on an 

automated four-circle x-ray diffractometer at various % and (p 

settings, seven independent reflections were selected and 

their coordinates were input to an automatic indexing 

algorithm.^ 

The resulting reduced cell and reduced cell scalars 
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indicated aoaoclinic symmetry, observed layer line spacings 

were within experimental error of those predicted for this 

cell. The least-squares refinement of the lattice constants* 

based on precise ±26 measurements of 15 strong independent 

reflections, using Ho radiation, X = 0.70954 at 21^0., 

yielded a = 6.574 (2) I, b = 9.354(2) &, ç = 9.885(2) I, and 

3 = 107.4 (2) o. 

Collection and Reduction of X-Bay Intensity Data 

Data were collected at room temperature on an automated 

four-circle diffractometer designed and built in this labora­

tory.s The diffractometer is interfaced to a PDP-15 computer 

in a time-sharing mode and is equipped with a scintillation 

counter. Graphite-aonochromated Mo radiation was used for 

data collection. 

All data (95 3 reflections) within a 26 sphere of 45® 

were measured in the hkl and hkl octants using an œ-scan data 

collection technique. 

is a general check on electronic and crystal stability, 

the intensities of three standard reflections were remeasured 

every 75 reflections. These standard reflections were not 

observed to vary significantly throughout the entire data 

collection period. Examination of the data revealed system­

atic absences for OkO when k = 2n+1 and a Howells, Phillips 

and Rogers test* indicated acentric symmetry; hence the space 

group was determined to be P . 
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The intensity data were corrected for iorentz-polariza-

tion effects* since = 6.41 cm-* and minimum and maximum 

transmission factors differed by less than 5%* no absorption 

corrections were made. The estimated variance in each inten­

sity was calculated by 

+ k^Cg + (0.03C^)2 + (0.03Cg)2 

where C , k and C represent the total count, a counting 
T t B 

time factor and the background count, respectively; the fac­

tor 0.03 represents an estimate of nonstatistical errors. 

The estimated standard deviations in the structure factors 

were calculated by the finite-difference method.? Equivalent 

zone data were averaged and 737 reflections for which > 

3cr(F) were retained for structural refinement. 

Solution and Refinement 

The position of one sulfur atom was obtained by analysis 

of a sharpened three-dimensional Patterson function. The 

remaining atoms were found by successive structure factor® 

and electron density map* calculations. These atomic posi­

tions were subsequently refined by a full-matrix least-

squares procedure® minimizing the function Eco (IF I-J F |)2 
o c 

where o) = I/o %, to a conventional residual index of R = 
F 

21 IF 1-|F Jl/ZiF I = 0.059. At this stage all 12 nonhydrogen 
o c o 

atoms had been refined with anisotropic thermal parameters. 

The scattering factors used were those of Hanson et al..*° 
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aodified for the real and imaginary parts of anomalous dis­

persion.The scattering factor for hydrogen was that of 

Stewart et 

The hydrogen positions were then calculated using bond 

lengths of 1.0 &. The isotropic hydrogen temperature factors 

were set equal to U.O Further refinement cycles without 

varying the hydrogen parameters did not significantly alter 

any atomic parameters and the residual index converged to 

B — 0.063* 

The final positional and thermal parameters are listed 

in Tables 1 and 2, respectively. Standard deviations were 

calculated from the inverse matrix of the final least-squares 

cycle. Bond distances and angles^^ are listed in Table 3. 

Description and Discussion 

k view of the dimethoate molecule depicting 50% proba­

bility ellipsoids** is provided in Figure 1, and a stereo-

graphic view of the unit cell is provided in Figure 2. As 

was found for all previously studied organophosphorus insec­

ticides, the geometry around the phosphorus can be described 

as a distorted tetrahedron and within experimental error is 

identical to that found for amidithion. The angles including 

the doubly bonded sulfur and the methoxy oxygens are about 9® 

greater than the tetrabedral angle while the Ol-P-02 angle 

is 94.70. 
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Table 1. Final atomic positional parameters* for dimethoate 

Atom X y z 

SI 0.3636(7) 2 0.1397 (0) 0.1037(5) 
S2 -0.0399(4) 0.2210 (7) 0.2089(3) 
P 0.2804 (5) 0.2508(7) 0.2384(3) 
01 0.402 (1) 0.229(1) 0.3996(7) 
02 0.323(1) 0.419(1) 0.2406(9) 
03 -0.041 (2) 0. 145(1) 0.510 (1) 
N 0.065 (2) 0.366(1) 0.593 (1) 
CI 0.444 (2) 0.085(2) 0.458 (2) 
C2 0.250 (3) 0.504(2) 0.114 (2) 
C3 -0.087 (2) 0.339(1) 0.344(1) 
C4 -0.015(2) 0.273(1) 0.491 (1) 
C5 0.133 (3) 0.321 (2) 0.743 (2) 
NH 0.0837 0.4685 0.5678 
C3H1 0.017 0.423 0.350 
C3H2 0.767 0.380 0.333 
C1H1 0.3082 0.0442 0.4704 
C1H2 0.5558 0.0871 0.5508 
C1H3 0.4898 0.0223 0.3901 
C2H1 0.3129 0.6027 0.1344 
C2H2 0.0919 0.5106 0.0847 
C2H3 0.2983 0.4594 0.0376 
C5H1 0.0047 0.3109 0.7770 
C5H2 0.2329 0.3923 0.8024 
C5H3 0.2067 0.2254 0.7516 

* Positional parameters are given in fractional unit cell 
coordinates. 

2In this and succeeding tables, estimated standard devi­
ations are given in parentheses for the least significant 
figures. Since hydrogen parameters were not refined, no 
standard deviations are given. 
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Table 2. Final atomic thermal parameters* for dimethoate 

Atom G i l  @22 @33 @12 B i  3  623 

SI 485(15) 275(9) 228(7) 62(10) 140 (8) -50 (6) 

S2 286(9) 151(5) 156(4) -14(6) 41(5) -36(4) 

P 28L (3) 168(6) 131 (4) 7(6) 45(4) -7(4) 

01 358(24) 187(14) 140(10) 10(19) 15(12) 27(12) 

02 435(30) 161 (14) 155(12) -64(16) 47(15) 22(11) 

03 518(36) 91(13) 201(14) -6(16) 93(17) 4(11) 

N1 557 (41) 79(13) 145(14) 6(19) 58(19) 11(12) 

CI 452(56) 218(28) 323(36) 61(31) 59 (35) 148 (28) 

C2 7 28(6 7) 162(23) 180 (22) -55(35) 34(31) 78(19) 

C3 328 (36) 96(13) 155(15) 25(20) 96(19) -16(14) 

C4 407(38) 81 (16) 146(16) 0(20) 104 (20) 26 ( 1 4) 

C5 1224 (109) 148(23) 162(21) 21 (40) 17 (38) 4(20) 

lin this and succeeding tables the g^^'s are xlO* and 

are defined by exp[-(giih2 + ^22^^ + 633I2 + 2g,2hk + 2gi,hl 
• 2&2 3kl) ]• The hydrogen atoms were included with fixed iso­
tropic thermal parameters B = 4.0. 

H 
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Table 3. Bond distances (&) and angles (*) for dimethoate 

Distances 

P-S1 1.895(5) S2-C3 1.83(1) 

P-S2 2.056(4) C3-C4 1.52(2) 

P-01 1.568(8) C4-03 1.23(1) 

P-02 1.597(9) C4-H 1.32(1) 

01-C1 1.46(2) N-C5 1.47(2) 

02-C2 1.44(2) 

Angles 

S1-P-01 118.4(4) P-02-C2 121.6(8) 

Sl-P-02 117.6(4) P-S2-C3 101.9(4) 

S1-P-S2 109.0(2) S2-C3-C4 112.4(9) 

01-P-02 94.7(5) C3-C4-03 122(1) 

01-P-S2 108.4(4) C3-C4-N 114(1) 

02-P-S2 107.6(4) C4-H-C5 121(1) 

P-01-C1 120.3(9) 03-C4-N 125(1) 
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(-0.368) 
S2 (-0.038) 

(+0.079) 
C5 

(-0068) 
SI 

(+0.385) (-0102) 
C4 C3 

(-Q196 

(+0.129) 
CI (+0.166) 

H 
(+0.114) (-0,195) (-0.20?) 

(+0.134) 
C2 

e 1. View of the dinethoate molecule with methyl and ethyl hydrogens omitted. 

Charge densities ace from CNDO/2 molecular orbital calculations and 

ellipsoids are at 50% probability level. 
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CNDO/2 molecular orbital calculations'^ were carried cut 

to compute approximate values for the charge density distri­

bution in dimethoate; the results are shown in Figure 1. The 

AChE model of Krupka** requires two regions of a net 6(+) 

charge to bind to the reactive site of AChE. Chothia and 

Paulingreported that when acetylcholine is in a proper 

configuration to react with bovine erythrocyte AChE, the 

nitrogen to carbonyl carbon distance is about 4.7 &. Boi­

ling worth et al.,*8 however, concluded that the corresponding 

distance in fly head AChE may be as much as 1 Â longer than 

in the mammalian enzyme. O'Brien** has reported a range of 

4.5-5.9 I for insect AChE. With these distances in mind the 

notable centers of positive charge in dimethoate are on atoms 

C4, H and C5 which are respectively 3.60, 4.35 and 5.40 Â 

from the phosphorus. The relatively small charge on C5 makes 

it an unlikely site for binding. The PC4 distance is signif­

icantly shorter and the P-H distance longer than the corres­

ponding distances in amidithionz (3.91 and 4.24 S, respec­

tively) . By contrast, the primary positive center separation 

distance in azinphos-methyli is 4.83 &. The site separation 

for dimethoate would appear to be too short for efficient 

binding to the enzyme. On the basis of solid state configu­

rations one would expect the toxicity of dimethoate in mamma­

lian systems to be similar to that of amidithion and much 

less than that of azinphos-methyl. A comparison of acute 
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oral LDso's for rats confirms this trend: over 600 mg/kg for 

dimethoate,20 600*660 for amidithion* and 15 for aziaphos-

methyl.* However, this distance argument would also suggest 

that dimethoate would be significantly less effective in 

insect systems unless enzyme interactions with C5 are greater 

than we have assumed. It is generally accepted that the oxi­

dized phosphate form is responsible for enzyme inhibition. 

Such oxidation, however, would most likely enhance the charge 

on the phosphorus and cause only minor perturbations on the 

rest of the molecular configuration. 

An examination of intramolecular interactions indicates 

that the in vivo configuration could be quite different from 

the solid state configuration. By allowing free rotation 

about the S2-C3 bond the positive center separations could be 

increased to approximately 4.5 & for P-C4 and 5.4 1 fot P-H. 

In dimethoate, as in aaidithion, delocalization effects cause 

the C3, C4, 03, N and C5 atoms to be nearly coplanar, the 

greatest deviation from the least-sguares plane defined by 

these five atoms being 0,02 i. However, in the solid state 

configuration the angle between the normal to this plane and 

the P=S bond is 50.47®. In a series of OP*s studied in this 

Laboratory2i-27 in which intramolecular interactions tend to 

restrict the range of possible molecular configurations, the 

angle between the P=X (X = S or 0) bond and the normal to the 

planar portion of the molecule is usually in the range of 
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20®-40®. If the angle between the P=S bond and the planar 

moiety is an important topographical factor in the binding of 

the insecticide to the enzyme, then some rotation to modify 

this azqle and at the same time increase the positive site 

separations may be expected. Hence, for dimethoate, the most 

favorable configuration for interaction with the enzyme is 

most likely not the same as the solid state configuration. 
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THE CRYSTAL AND HOLECOLAB STBUCTUEE OF 

IS OPRO PÏL- 0-MET HYL- 0-(3,5,6-TE ICHLOBO-

2-PYEIDYL) PHOSPHORAMIDOTHIOATE 

Introduction 

PonnelfZi bromophos^^a ronnel oxon^s and crufomatez* are 

all phenoxy OP's which have been studied in this laboratory. 

The study of heteronuclear ring systems such as f o s p i r a t e , 2 s  

chlorpyrifosz* and Dowco 2142^ was began in order to note any 

conforaational similarities and/or dissimilarities resulting 

from the replacement of one or more ring carbon atoms with 

nitrogen. Continuing with the latter series we carried out a 

crystal structure analysis of isopropyl-O-aethyl-0-(3,5,6-

trichloro-2-pyridyl) phosphoramidothioate, hereafter referred 

to as IPAT, an amido homolog of Dowco 214. Although this 

compound was never commercially produced it has been shown to 

have good insecticidal properties^». 

Experimental 

Crystal Data A rectangular prismatic crystal with 

approximate dimensions 0.40 x 0.44 x 0.30 mm was selected and 

mounted on the end of a glass fiber with Elmer's Glue-All and 

subsequently attached to a standard goniometer head. From 

three preliminary ^-oscillation photographs taken on an auto­

mated four-circle x-ray diffractoaeter at various ̂  and ^ 
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settings, 10 independent reflections were selected and their 

coordinates were input to an automatic indexing algorithm,s 

The resulting reduced cell and reduced cell scalars 

indicated triclinic symmetry. Observed layer line spacings 

were within experimental error of those predicted for this 

cell. The least-squares refinement of the lattice constants* 

based on precise ±26 measurements of 15 strong independent 

reflections, using Mo radL^zion, X = 0,70954 Â, at 2 1 ° Z ,  

yielded a = 10.319(5) &, b = 10.730(6) &, ç = 8.449(4) Â, 

a = 99.01(2)0, g = 114.02(1)0 and Y = 62.64(1)o. 

Collect!on and Réduction of X-Ray Intensity Data 

Data were collected at room temperature on an automated 

four-circle diffractoaeter designed and built in this labora­

tory.® The diffractometer is interfaced to a PDP-15 computer 

in a time-sharing mode and is equipped with a scintillation 

counter. Graphite-monochromated Mo radiation was used for 

data collection. 

All data (2812 reflections) within a 2® sphere of 50° 

were measured in the hkl, hkl, hkl and hTcî octants using an 

CO-scan data collection technique. 

As a general check on electronic and crystal stability, 

the intensities of six standard reflections were remeasured 

every 75 reflections. These standard reflections were not 

observed to vary throughout the entice data collection 

period. 
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The iatensity data were corrected for Lorentz-polariza­

tion effects and, since ]i = 8,17 cm-*, absorption corrections 

were not made; minimum and maximum transmission factors were 

0.735±0.045. The estimated variance in each intensity was 

calculated by 

Oj2 = Cy + • (0.03C^)2 + (0.03Cg)2 

where and represent the total count, a counting 

time factor and background count, respectively, and the fac­

tor 0.03 represents an estisate of nonstatistical errors. 

The estimated standard deviations in the structure factors 

were calculated by the finite-difference method.? Equivalent 

zone data were averaged and 2173 reflections for which Fq > 

3a(F) were retained for structural refinement. 

Solution and Sefinement 

A Howells, Phillips and Rogers test* indicated centric symme­

try and the space group was assumed. After numerous 

unsuccessful attempts to solve this structure using MULTAN^* 

and Patterson superposition techniques, the structure was 

finally determined using a direct method program written in 

this laboratory^o and utilizing a symbolic addition 

approach.31 Using the 300 reflections with |E| > 1.5, 14 

nonhydrogen atoms were located on the resulting E-map. The 

positions of the remaining nonhydrogen atoms were determined 

by successive structure factor» and electron-density map* 
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calculations. These atomic positions were subsequently 

refined by a full-matrix least-squares procedure,* minimizing 

the function Zu {|F^l-1F^J)2 where w = l/CpZ, This refinement 

yielded a conventional residual index of E = 

ZIJF |-|F li/ZlF I = 0,074. &t this stage all 18 aonhydrogen 
0 c o 

atoms had been refined using anisotropic thermal parameters. 

The scattering factors used were those of Hanson et al.,10 

modified for the real and imaginary parts of anomalous dis­

persion, i* The scattering factor for hydrogen was that of 

Stewart et al.12 

The aromatic hydrogen position was calculated at 0.95 1 

from the corresponding carbon atom [C3] and hydrogens were 

placed 1.0 i from H2 and C6 assuming tetrahedral geometry. 

Methyl hydrogens were inserted in approximately tetrahedral 

positions using the precise positions of the methyl carbons 

and the attached atoms. Each set of methyl hydrogens was 

rotated by 60^ about the a-We bond (A = C or 0) and each 

methyl hydrogen was assigned half-occupancy, às a result a 

"doughnut" of hydrogens was approximated. The methyl C-H 

distances were set equal to 1,0 & and all isotropic hydrogen 

temperature factors were set equal to 4,5 Xz. 

Subsequent anisotropic least-squares refinement without 

varying the hydrogen parameters converged to R = 0.058. 

Since the nonhydrogen atom parameters shifted slightly, all 

of the hydrogen positions were recalculated. Further refine-
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ment cycles did aot significantly alter any atomic parameters 

and the residual index did not change. 

The final positional and thersal parameters are listed 

in Tables 4 and 5, respectively. Standard deviations were 

calculated from the inverse matrix of the final least-sguares 

cycle. Bond lengths and angles»3 are listed in Tables 6 and 

1, respectively. 

Description dod Discussion 

A perspective drawing of IPAT depicting 5 0 %  probability 

ellipsoids** is provided in Figure 3. As expected, the pyri-

doxyl group is essentially planar, the greatest deviation 

from the least-squares plane defined by the six-membered 

ring, the three attached chlorines and 01 being 0.042 Â for 

0 1, in good agreement with the results from previous pyridoxy 

OP structure determinations.zs-z? The crystal packing may be 

regarded as primarily van der Waals in nature as all inter-

molecular distances are larger than or on the order of the 

sum of the van der Waals radii. Consequently, the molecular 

configuration is not likely to be a result of crystal 

packing. 

As has been found in previous studies of OP insecti­

cides, the 01-C1 distance is significantly shorter than the 

02-C9 distance while the P-01 bond is longer than the P-02 

bond. This is consistent with the overlap of a p^ orbital on 



www.manaraa.com

21 

Table 4. Final atomic positional parameters 

Atom X y z 

C11 0.6195(2) 0.3810 (1) -0.2675(2) 
C12 0.7011 (2) 0.7296 (1) 0.2577(2) 
C13 0.8302(21 0,4756 (1) 0.5173(2) 
S 0.6139(1) 0.1145 (1) 0.2451(1) 
P 0.7517(1) 0.0589 (1) 0.1217(1) 
01 0.7342 (4) 0.1831 (3) 0.0144(4) 
02 0.9345(3) 0.0006 (3) 0.2328(4) 
NI 0.7783(4) 0.3298 (3) 0.2421(5) 
N2 0.7265(4) -0.0530 (3) -0.0250(4) 
C 1 0.7311 (5) 0.3103 (4) 0.0751 (6) 
C2 0.6772(5) 0.4134 (4) -0.0493(6) 
C3 0. 6687 (5) 0.5441 (4) 0.0069(6) 
C4 0.7155 (5) 0.5659 (4) 0. 1843(7) 
C5 0.7720(5) 0.4553 (4) 0.2977(6) 
C6 0.821 1 (6) -0.1188 (6) -0.1340(6) 
C7 0.8732(7) -0.2758 (6) -0.1354(8) 
C8 0.7276(8) -0.0503 (8) -0.3167(7) 
C9 0.0137(6) -0.1259 (5) 0.3419(7) 
N2H1 0.737 8 -0.1323 0.0357 
C3H1 0.6301 0.6174 -0.0736 
C6H1 0.9159 -0.0999 -0.0862 
C7H1 0.7871 -0.2952 -0.1356 
C7H2 0.8729 -0.3066 -0.0298 
C7H3 0.9704 -0.3217 -0.0298 
C7H4 0.9822 -0.3255 -0.1356 
C7H5 0.8964 -0.3141 -0.2415 
C7H6 0.7989 -0.2990 -0.2415 
C8H1 0.7980 -0.0344 -0.3565 
C8H2 0. 7284 0.0427 -0.3152 
C8H3 0.6376 0.0416 -0.3152 
C8H4 0.6162 -0.0365 -0.3565 
C8H5 0.6856 -0.1136 -0.3978 
C8H6 0.7767 -0.1126 -0.3978 
C9H1 0.9343 -0.1397 0.3669 
C9H2 0.9967 -0.1009 0.4533 
C9H3 1.0942 -0.1161 0.4533 
C9H4 1. 1293 -0.1700 0.3669 
C9H5 1.0669 -0.2087 0.2806 
C9H6 0.9694 -0.1936 0.2806 
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Table 5* Final atonic thermal parameters* 

Atom $11 $2 2 $ 3 3 $ 1 2 $13 $2 3 

C11 222 (2) 160(2) 224 3) -58(2) 104 (2) 36(2) 

C12 255 (3) 99(1) 384 4) -87(2) 93(3) 4(2) 

C13 281 (3) 139(2) 238 3) -110(2) 76(2) -16(2) 

S 145(2) 114(1) 178 2) -59(1) 68 (1) -7(1) 

P 125(2) 86(1) 151 2) -50(1) 45(1) 7(1) 

01 205(5) 106(4) 193 6) -78(4) 82 (4) 8(3) 

02 127(4) 116(4) 191 6) -60(3) 38(4) 5(4) 

N 165(6) 99 (4) 211 8) -65(4) 79(5) 3(4) 

N2 154(6) 108(4) 171 6) -62(4) 68(5) -14(4) 

CI 138 (6) 92(5) 222 9) -50(5) 79(6) 10(5) 

C2 133(6) 114(5) 222 9) -44(5) 78(6) 31(5) 

C3 146 (7) 98(5) 284 1) -43(5) 90(7) 45(6) 

C H  145(7) 84(5) 302 12) -44(5) 82(7) 11(6) 

C5 155(7) 108(5) 243 10) -63(5) 76(7) -1(6) 

C6 188 (8) 187(7) 225 10) -121(7) 114(8) -72(7) 

C7 242(11) 204 (9) 367 16) -111(8) 191 (11) -127(10) 

C8 347(15) 340(14) 197 11) -207(12) 122 (11) -30(10) 

C9 173 (8) 115(6) 237 10) -44(6) 33(7) 30(6) 

*The hydrogen atoms were 
thermal parameters = 4.5. 

included with fixed isotropic 
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Table 6. Bond distances (Â) for IPAT 

P-S 1,923 (1) 

P-01 1.628 (3) 

P-02 1.578 (3) 

P-N2 1.613 (3) 

02-C9 1.454 (5) 

N2-C6 1.481 (5) 

C6-C7 1.514(7) 

C5-C8 1. 532 (8) 

01-C1 1.372 (5) 

C1-C2 1 .399 (5) 

C2-C3 1.383 (6) 

C3-C4 1.393 (6) 

C4-C5 1.390 (6) 

C5-N1 1.33 6 (5) 

N1-C1 1.30 9 (5) 

C2-C11 1.724 (5) 

C4-C12 1.728 (4) 

C5-C13 1.714 (5) 
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Table 7. Bond angles {®) 

S-P-01 116, 4(1) C3-C4-C5 119. 0(4) 

S-P-02 117. 3(1) C4-C5-H1 122. 2(4) 

S-P-N2 113. 2(1) C5-N1-C1 118. 7(4) 

01-P-02 97. 6(1) C11-C2-C1 121. 5(3) 

01-P-N2 102. 9(2) C11-C2-C3 120. 3(3) 

02-P-K2 107. 4(2) C12-C4-C3 119. 3(3) 

P-02-C9 119. 0(3) C12-C4-C5 121. 8(4) 

P-N2-C6 124. 9 (3) Ci3-C5-C4 121. 3(3) 

P-01-C1 126. 9(3) C13-C5-N1 116. 4(3) 

01-C1-C2 116. 7(4) N2-C6-C7 109. 7(4) 

01-C1-H1 119. 8(3) N2-C6-C8 110. 4(4) 

C1-C2-C3 118. 3(4) C7-C6-C8 112. 4(5) 

C2-C3-C4 118. 3(4) N1-C1-C2 123. 4(4) 

Table 8. Torsional Angles (*) 

P-01-C1-C2 -164.9 S-P-02-C9 61.2 

P-01-C1-N1 15.6 S-P-N2-C6 -177.0 

C1-01-P-S 49.1 01-P-02-C9 -173.7 

C1-01-P-N2 173.5 01-P-N2-C6 56.4 

C1-01—P—02 -76.6 
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Figure 3. View of IPAT with partial charge densities obtained from CNDO/2 

molecular orbital calculations. The thermal ellipsoids are drawn at the 

5056 probability level. 
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01 with the ring system leading to a weakening of the P-01 

bond, an effect which should enhance phosphorylation«'z in 

addition, the P-01 bond in IPAT is longer than in any other 

OP studied thus far; this is apparently a result of replacing 

an oxygen with nitrogen in the phosphate group. IPAT, like 

the other pyridoxy OP insecticides chlorpyrifos,^* fos-

pirate,2s and Dowco 214,2? has a C1-01 bond length about 4a 

shorter than the corresponding bond in the pheaoxy insecti­

cides; this appears to be a result of the replacement of a 

ring carbon by the more electronegative nitrogen. The geome­

try about the phosphorus atom is distorted tetrahedral such 

that the S=P-X (X= 0 or N) angles are all greater than the 

tetrahedral angle of 109.47® while the O-P-0 and 0-P-N angles 

are all less than 109®. 

The internal ring angles are identical to their counter­

parts in the pyridoxy insecticides. Those angles with nitro­

gen as a terminal atom are greater than 120® while the other 

angles are all less than 120®. The angle between the normal 

tc the ring and the P=S vector is 33.4®, well-within the 

range of 20®-40® observed for most of the OP*s studied. 

The phosphorus and C11 atoms lie on opposite sides of a 

plane perpendicular to the ring and containing the Ol-Cl 

bond. The position of the phosphorus is apparently influ­

enced by several intramolecular interactions. The Nl-S and 

N1-02 distances are 3.45 and 3.14 i, respectively, while the 
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sums of the respective ran der Waals radii are 3.35 add 2.9 

and the ClI-CS distance of 4.2 A is 0.4 Â greater than 

the s?a of their van der Waals radii. The absence of a 

substituent on N1 allows the phosphate group to avoid C11. 

Due to the ir-chacacter of the Ol-Cl bond, suggested above, 

one would expect the phosphorus atom to lie in the plane of 

the aromatic group and indeed it is only 0.4 & away from the 

least-sgaares plane defined by the ring and the four atoms 

attached to it. The resulting NVCI-ol-P torsional angle of 

15.63 {cf. Table 8) is in the range of 10®-30® observed for 

the other pyridoxy OP»s; the corresponding angle in the 

phenoxy OP*s is in the range of 50^-80°. 

In considering autotoxicosis through inhibition of AChE 

by organophosphorus insecticides, it is useful to recall that 

the nitrogen to carbonyl-carbon distance in acetylcholine is 

estimated at 4.7 A when the molecule is in a proper configu­

ration to react with bovine erythrocyte AChE.The distance 

between anionic and esteratic sites of fly head AChE, how­

ever, may be as much as 1 A longer than in the mammalian 

enzyme.18 o'Brieni* has reported a range of 4.5-5.9 Â for 

the insect AChE. A comparison of some intramolecular dis­

tances with these values should give some insight into the 

toxicity/activity of any insecticide. in addition to appro­

priate site separations, the two atoms involved must both 

have a net 6(+) charge to be in agreement with the AChE model 
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of Krupka,** 

CNDO/2 Bolecular orbital calculations^^ vere carried out 

to compute approximate values for the charge density distri­

bution in IPâT; the results are shown in Figure 3. Examina­

tion of this figure shotfs that there are four possible posi­

tive sites that could be involved in enzyme binding» They 

are C3, C4, C5 and Hi, and the corresponding distances from 

the phosphorus ac*-T respectively, 5.06, 5.24, 4.35, and 5.89 

i. It is interesting to note that these distances are all 

greater than the corresponding distances in the other pyri-

doxy OP'S. With a charge of only 0.029e, C4 is probably not 

a major contributor to inhibition. C3 and HI lie within the 

range of distances appropriate for insect ACh£ and are 

slightly longer than the mammalian distance. The C5 distance 

is too short for insect AChE but could be an important factor 

in reactions with mammalian AChE. 

An examination of intramolecular interactions indicates 

that rotation about the P-01 and 01-C1 bonds could occur in 

vivo. Rotation about the P-01 bond would have no effect on 

the positive charge center separations but rotation about the 

01-C1 bond to a P-01-C1-N1 torsional angle of about 90®, 

similar to the solid state configuration of the phenoxy ~OP*s, 

would decrease the P-C3 distance, for example, by about 0.25 

Â bringing it into a range suitable for interaction with mam­

malian AChE. Such a rotation would change this position of 
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the phosphorus relative to other ring sabstituents and this 

could be an important factor due to steric influences of the 

insecticide on the AChE molecule. 
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THE CRYSTAL &ND MOLECOLAE STBDCTORE OF 

LEPTOPHOS 

Introduction 

Several previously reported crystal structure analyses 

have discussed the relationship between structure and toxic» 

ity/activity of insecticides. The establishment of such a 

relationship is of even greater importance when the insecti­

cide is a chiral molecule. The stereospecificity of AChE 

inhibition reactions with asymmetric organophosphorus com­

pounds was first suggested by Michel in 19553* but very 

little work has been done since that time. Since Aaron et 

al.,35 first succeeded in demonstrating that the levo-isomer 

of the ethylphosphonate analog of deaeton-S reacted 10 to 20 

times faster with cholinesterases than the dextro-isomer, 

only a few enantiomers of biologically active organophos-

phorus compounds have been isolated and studied.3? Inter­

estingly, the results of these studies have shown that the 

AChE molecule is highly stereospecific of asymmetric organo-

phosphorus inhibitors, although its natural substrate, ace­

tylcholine, has no asymmetric center. 

Recently, fukuto and Allahyari began a toxicological 

study of some chiral insecticides including leptophos*o 

(O-methyl-0-(4-bromo-2,5-dichlorophenyl) phenylphosphonothio-

ate.) In order to resolve the enantiomers the 0-methyl 
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phenylphosphonothioic acid «as synthesized according to the 

following sequence of reactions: 

^ ? 1) KOH ? 

#-PCl2 ^P(0CH3)2 ref^ <^P_OH. 
^  ^ 2 )  H 3 O  1  

OCH3 

1 

The acid was purified by recrystallization as the dicyclohei-

ylamine salt. After purification, the racemic J was treated 

with {-)-a-phenylethylaaine which, after four recrystalliza-

tions from ethyl acetate-hezane resulted in the separation of 

(+)- and (-)-% as the a-phenylethylaamoniua salt 

S 

<^P-o" +H3N-CH-<^ . 

0CH3 CH3 

The synthesis of (-)-leptophos then followed the sequence of 

reactions; Cl 

S S Br—o'k"^ s Cl 

O"|-0H + PCls ^ 

OCH3 OCH3 OCH3 Ù1 

(+) -1^ (+)-chloridate (-)-leptophos 

Since the absolute configuration around the phosphorus 

atom was unknown, they kindly provided us with crystals for 

structural analysis. These crystals, however? were found to 

contain a racemic mixture of the two enaatioaers due to a 

tendency for the chloridate to raceaize. Although the 
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required configarational information vas not available from 

these crystals, the structural analysis vas completed to add 

to our library of molecular parameters for insecticides. 

Upon learning of the problem vith the first sample, 

AUahyari then supplied crystals of the (-)-a-pheaylethyl-

aomoniuB salt, since the absolute configuration around the 

asymmetric carbon vas already knovn,** the correct configura­

tion around the phosphorus in the salt, and hence in lepto-

phos, could be deduced. 

Experimental 

Crystal Data A prismatic crystal vith approximate 

dimensions 0.16 x 0.22 x 0.30 mm vas selected and mounted on 

the end of a glass fiber vith Elmer's Glue-All and subse­

quently attached to a standard goniometer head. From three 

preliminary u-oscillation photographs taken on an aatoaated 

four-circle x-ray diffractometer at various x and ^ settings, 

10 independent reflections vere selected and their coordi­

nates vere input to an automatic indexing algorithm.' 

The resulting reduced cell and reduced cell scalars 

indicated monoclinic symmetry. This vas confirmed by taking 

oscillation photographs about each axis; only the fc-axis dis­

played mirror symmetry. Observed layer line spacings vere 

vithin experimental error of those predicted for this cell. 

The least squares refinement of the lattice constants* based 
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on the precise ±26 measurements of 9 strong independent 

reflections, using Mo Ka radiation, X = 0.70954 1, at 27oc, 

yielded a = 12.394(4), b = 7.642(2), ç = 16.543 (4) Â, and g 

97.45(6) o. 

Collection and Redaction of X-Rav Intensity Data 

Data were collected at room temperature on an automated 

four-circle diffractoaeter designed and built in this labora 

tory.* The diffractoaeter is interfaced to a PDP-15 aimi-

coaputer in a time-sharing mode and is equipped with a scin­

tillation counter. Graphite-monochromated Mo Ka radiation 

vas used for data collection. 

All data (6385 reflections) within a 26 sphere of 50® 

were measured in the hkl, bkl, hicl and hlcl octants using an 

03-scan data collection technique. 

As a general check on electronic and crystal stability, 

the intensities of six standard reflections were reaeasured 

every 75 reflections. These standard reflections were not 

observed to vary throughout the entire data collection 

period. 

The intensity data were corrected for Lorentz-polariza­

tion effects and for absorption; minimum and maximum trans­

mission factors were 0.52 and 0.62 respectively, with P = 

3 3.80 cm-*. The estimated variance in each intensity was 

calculated by; 

"^1 " * (0.03C^)2 • (0.03Cg)2 + (0.03Cjj)2]/A2 
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where and represent background, total and net 

counts, respectively, is a counting time factor and A is a 

transmission factor; the factor 0.03 represents an estimate 

of nonstatistical errors. The estimated deviations ia the 

structure factors were calculated by the finite difference 

method.? Equivalent data were averaged and 2331 reflections 

for which > 3.0a(F) were retained for structural 

refinement. 

Solution and Refinement 

A statistical test of the data* indicated centric symme­

try and the observed extinction conditions OkO: k=2n+1, and 

h01: h=2n*1 determined the space group to be After 

conventional Patterson and direct method procedures failed to 

yield a solution, the structure was found via the new Patter­

son superposition method of Jacobson and Beckmaa.*2 This 

method located all the nonhydrogen atoms except for those in 

the phenyl ring. The remaining atomic positions esre deter­

mined by successive structure factor*' and electron-density 

map* calculations. These atomic positions were subsequently 

refined by a block-diagonal least-squares procedure,*3 min­

imizing the function Zu(|F^j - iF^|)2 where w = 1/0^2. This 

refinement yielded a conventional residual index of E = 

ZIIFgi - JF^n/EJF^I = 0.059. At this stage all 20 nonhydro­

gen atoms had been refined using anisotropic thermal 
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parameters. The scattering factors used «ere those of Hanson 

et al.,1* modified for the real and imaginary parts of anoma­

lous dispersion.1 » The scattering factor for hydrogen vas 

that of Stewart et al.*2 

Positions for the hydrogen atoms were calculated using a 

bond distance of 0.95 i for the aromatic hydrogéné and 1.00 i 

for the methyl hydrogens, subsequent full-matrix refinement, 

without varying the hydrogen parameters, converged to 

R = 0.051. 

The final positional and thermal parameters are listed 

in Tables 9 and 10, respectively. Standard deviations were 

calculated from the inverse matrix o£ the final least-squares 

cycle. Bond distances and angles*^ are listed in Tables 11 

and 12, respectively. 

Description and Discussion 

& computer drawingof the leptophos molecule is pro­

vided in Figure 4 and a stereographic view of the contents of 

one unit cell is shown in Figure 5. As expected, the phenoxy 

and phenyl groups are both essentially planar, (cf. 

Table 13) . 

&s has been found in all the other CP's, the geometry 

about the phosphorus can be described as distorted tetrahe-

dral. All angles of the type S=P-X (X = C or 0) are greater 

than the tetrahedral angle of 109.47® while the other angles 
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Table 9. Final atomic positional parameters for leptophos 

Atom X Y z 

Br 0.17314(4) 0.43239(7) 0.40610(3) 
C11 0.9707(1) 0.2163 (2) 0.46684(7) 
C12 0.3424(1) 0.4733 (2) 0.72818(8) 
S 0.3313(1) 0.0127 (2) 0.79420(8) 
P 0.18592 (9) 0.0863 (2) 0.80300(7) 
01 0.1471(2) 0.2699 (4) 0.7605(2) 
02 0.0944(3) 0.9609 (4) 0.7604(2) 
CI 0.1541 (3) 0.2999 (6) 0.6782(3) 
C2 0.2400(3) 0.3974 (6) 0.6558(3) 
C3 0.2448(4) 0.4351 (6) 0.5747(3) 
CU 0.1638(4) 0.3776 (6) 0.5157(3) 
C5 0.0752(3) 0.2837 (5) 0.5384(3) 
C6 0.0718(3) 0.2456 (6) 0.6201(3) 
C7 0. 1532(4) 0.1251 (6) 0.9031(3) 
C8 0.2166 (4) 0.0499 (6) 0.9706(3) 
C9 0.1866(5) 0.0691 (7) 0.0469(3) 
CIO 0.0967(5) 0.1607 (8) 0.0591(3) 
C11 0.0343(4) 0.2384 (7) 0.9942(4) 
C12 0.0606(4) 0.2194 (7) 0.9157(3) 
C13 0.1047(5) 0.7759 (8) 0.7606(4) 
C3H 0.3042 0.5001 0.5592 
C6H 0.0124 0.1806 0.6356 
C8H 0.2796 0.9851 0.9621 
C9H 0.2297 0.0172 0.0922 
C10H 0.0774 0.1737 0.1124 
C11H 0.9713 0.3032 0.0027 
C12H 0.0175 0.2714 0.8704 
C13H1 0.1744 0.7419 0.7401 
C13H2 0.1052 0.7305 0.8176 
C13H3 0.0420 0.7225 0.7246 
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Table 10. Final atomic thermal parameters* for leptophos 

Atom $11 6 2 2  3 3 3 3i 2  31 3  32 3 

Br 89 (0) 200(1) 33(0) -2(0) 13(0) 11(0) 
ClI 77(1) 216(3) 40(1) -17(1) -7(1) 7(1) 
Cl2 75(1) 232(3) 43(1) -20(1) -2(1) -16(1) 
S 65(1) 250(3) 39(1) 25(1) 9(1) -2(1) 
P 57(1) 177(2) 29(0) 10(1) 4(0) 0(1) 
01 7ft (2) 185(6) 30(1) 18(3) 8(1) 10(2) 
02 74(3) 190(7) 49(2) 1(3) -6(2) -16(3) 
CI 63 (3) 156 (9) 35(2) 14(4) 7(2) 4(3) 
C2 54(3) 162(9) 39(2) 4(4) 7(2) -8(3) 
C3 70(3) 153(9) 38(2) -3(4) 11(2) 1(3) 
C4 68(3) 143(8) 33(2) 6(4) 12(2) 4(3) 
C5 61(3) 137(8) 33(2) 9(4) 2(2) 3(3) 
C6 57 (3) 172(9) 37(2) 11(4) 5(2) 10(3) 
C7 65(3) 172(9) 32(2) -6(4) 8(2) -1(3) 
CS 84(4) 205(10) 32(2) 12(5) 6 (2) 0(3) 
C9 118(5) 223(12) 33(2) 3(6) 7(3) 3(4) 
CIO 129 (5) 207 (11) 39(2) -26 (6) 26(3) -13(4) 
C11 90 (4) 211(11) 56(3) -6(5) 30(3) -15(5) 
C12 74 (4) 226(11) 45(2) 12(5) 12(2) -2(4) 
CIS 108 (5) 203(12) 61 (3) -4(6) 0(3) -13(5) 

iThe hydrogen atoms were included with fixed isotropic 
thermal parameters B = 4.5. 

H 
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Table 11. Bond distances (Â) in lepto-

phos 

P-S 1.911 (2) 

P-01 1.615 (3) 

P-02 1.579 (3) 

02-C13 1.420 (6) 

P-C7 1.780 (U) 

C7-C8 1.40 3(6) 

C8-C9 1.369 (7) 

C9-C10 1.352 (8) 

C10-C11 1.374 (8) 

C11-C12 1.388 (7) 

C12-C7 1.393 (7) 

01-C1 1.394 (5) 

C1-C2 1.389 (6) 

C2-C3 1.382 (6) 

C3-C4 1.379 (6) 

C4-C5 1.403 (6) 

C5-C6 1. 388(6) 

C6-C1 1,373 (6) 

C11-C5 1.716 (4) 

C12-C2 1.727 (4) 

Br-C4 1.878 (4) 
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Table 12. Interatomic angles (*) in leptophos 

S-P-02 114.6(1) P-01-C1 121.0 (3) 

S-P-01 116.9(1) 01-C1-C2 119.7(4) 

S-P-C7 116.8(1) C1-C2-C3 120.1 (4) 

01-P-02 100.2(2) C2-C3-C4 120.2(4) 

01-P-C7 99.8(2) C3-C4-C5 119.8(4) 

02-P-C7 106.2(2) C4-C5-C6 119.5(4) 

P-02-C13 123.0(3) C5-C6-C1 120.3(4) 

P-C7-C8 120.1 (3) C6-C1-C2 120. 1 (4) 

C7-C8-C9 119.9(5) C1-C2-C12 121.0(4) 

C8-C9-C10 121.4(5) C3-C2-C12 118.9(3) 

C9-C10-C11 119.9(5) C3-C4-Br 118.8(3) 

C10-C11-C12 120.6(5) C5-C4-Br 121.4(3) 

C11-C12-C7 119.5(5) C4-C5-C11 121.0(3) 

C12-C7-C8 118.6(5) C6-C5-C11 119.5(3) 

C12-C7-P 121.1(4) 
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Table 13. Least-squares planes* and deviations for leptophos 

Atom Distance from plane (i) 

Plane (I) defined by C1-C6, Br, C11, CI2 and 01: (-0.51291)% 
+ (0.85365) Y + (0.09051)2 = 2.76890 

Br 0.0001 
C11 0.0355 
CI 2 0.0247 
01 0.0242 
CI -0.0360 
C2 -0.0089 
C3 0.0037 
C4 -0.0140 
C5 -0.0064 
C6 -0.0228 

Plane (II) defined by C7-C12: (0.53995) X + (0.83200) Y + 
(0.12739) Z = 2.66205 

CI -0.004 
C8 0.006 
C9 0.002 
CIO -0.012 
C11 0.014 
C12 -0.005 

'The planes are defined by aX • bY + cZ - d = 0, where 
X, Y and Z are coordinates along the Cartesian a., b and c 
axes. 
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Figure 4. View of leptophos with partial charge densities obtained from CMDO/2 

molecular orbital calculations. The thermal ellipsoids are drawn at 

50% probability level. 
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Figure 5. 
Bait 

«11 stereograph 
Of ieptoph OS, 
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around the phosphorus are all less than tetrahedral. The 

P-ol bond is 0.036 i longer than the P~02 bond while 01-C1 is 

0.026 K shorter than 02-C13. This would be consistent with a 

model in which the p^ orbital on 01 interacts with the aro­

matic ring system, thus strengthening the Ol-Cl bond and 

weakening the 01-P bond. The P-01, P-0 2 and P=S bonds are 

all longer than the corresponding bonds in other phenozy 

OP'S. This is apparently a result of replacing an oxygen 

with a phenyl group on the phosphorus and the effect is simi­

lar to that found in the pyridoxy OP IPAT where d.a oxygen was 

replaced by nitrogen. Thus there are two factors in this 

molecule which contribute to a weakened P-01 bond and this 

should be an important factor in enhancing the phosphoryl-

atiag ability of insecticides.32 

The position and orientation of the phosphate group are 

apparently determined primarily by intramolecular interac­

tions. The phosphorus and C11 atoms lie on opposite sides of 

a plane perpendicular to the phenoxy ring and containing the 

01-C1 bond. The C6-C1-01-P torsion angle of 84.8* is repre­

sentative of those found in other phenoxy OP's while the cor­

responding angle in the pyridoxy OP's is only 10®-30®, 

showing the steric effect of the hydrogen on C6. The S-C12 

distance of 3.69 & is only 0.04 & greater than the sum of 

their van der Waals radii. The 02-H distance of 2.75 Â is 

only 0.15 Â greater than the sua of their van der Haals radii 
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and the P-02...H and C13-02...H angles of 98.0® and 129.3* 

indicate a nonbonding lobe on 02 directed toward the hydro­

gen, assuming sp^ hybridization. Thus a weak electrostatic 

interaction may exist between the oxygen and hydrogen. These 

interactions would tend to restrict rotation about the P-01 

and C1-01 bonds making the solid state configuration a likely 

in vivo model. In this configuration the P=S bond lies at an 

angle of 41.2* to the normal of the plane of the phenoxy 

group in close agreement with the range of 20®-40® usually 

observed in OP*s. As in ronnel and broaophos this bond is 

slanted toward the C12 side of the phenoxy group. 

In considering autotoxicosis through inhibition of &Ch£ 

by organophosphorus insecticides, it is useful to recall that 

the nitrogen to carbonyl-carbon distance in acetylcholine is 

estimated at 4.7 Â when the molecule is in a proper configu­

ration to react with bovine erythrocyte AChE.i? The distance 

between anionic and esteratic sites of fly head AChE, how­

ever, may be as much as 1 & longer than in the mammalian 

enzyme.*® O'Brien** has reported a range of 4.5-5.9 & for 

the insect AChE. A comparison of some Intramolecular dis­

tances with these values should give some insight into the 

toxicity/activity of any insecticide. In addition to appro­

priate site separations, the two atoms involved must both 

have a net 6(•) charge to be in agreement with the AChE model 

of Krupka.i* 
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CNDO/2 molecular orbital calcalations*^ were carried out 

to compute approximate values for the charge density distri­

bution in leptophos; the results are shown in Figure 4. 

Examination of this figure shows that some possible positive 

sites that could be involved in enzyme binding are located at 

C3, C4 and C5; HI, attached to C3 but not shown in the fig­

ure, is another possible site with a charge of +0.045e. -The 

respective distances from the phosphorus are 4.76, 5*22, 4.66 

and 5.47 &. The P-C4 and P-C1 distances are too long for 

interaction with mammalian AChE but fall well within the 

range of acceptable distances for insect AChE. P-C3 and P-C5 

distances, on the other hand, are acceptable to both insect 

and mammalian AChE. The charge on C3 is rather low to be 

very effective in binding to the enzyme but there is a possi­

bility that the C3 and Hi atoms together form a region of 

6(+) charge which provides a range of possible reactive 

sites. 
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THE CRIST&L AND HOLECULàfi STBOCTOEE OF 

(-)-a-PHEHYLETHYLAMMONIOH 

(-)-O-HETHYL PHENÏLPHOSPHOSOTHIOATE 

Experimental 

Crystal Data A needle-shaped crystal with approxi­

mate dimensions 0.7 x 0.12 x 0.16 mm vas mounted on a glass 

fiber and subsequently attached to a standard goniometer 

head. From four preliminary u-oscillation photographs taken 

at various x and <p settings, 14 independent reflections were 

selected and their coordinates were input to an automatic 

indexing algorithm.^ 

The resulting reduced cell and reduced cell scalars 

indicated orthorhombic symmetry. This was confirmed when 

oscillation photographs taken about all three axes displayed 

mirror symmetry. Observed layer line spacings were within 

experimental error of those predicted for this cell. The 

least-squares refinement of the lattice constants* based on 

the precise ±26 measurements of 11 strong independent reflec­

tions, using Ho radiation, X = 0.70954 Â, at 27®C, yielded 

a = 15. 611(7) , b = 16.787(9) and ç = 6. 136(1) &. 

Collection and Reduction of x-Ray Intensity Data 

Data were collected at room temperature on an automated 

four-circle diffractometer designed and built in this labora­

tory, s The diffractometer is interfaced to a PDP-15 mini­
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computer in a time-sharing mode and is equipped with a scin­

tillation counter. Graphite-monochromated Mo Kq radiation 

was used for data collection. 

All data (67 39 reflections) were collected within a 26 

sphere of 50° in the hkl. Ski, hkl and hkl octants using an 

w-scan data collection technique. 

As a general check on electronic and crystal stability, 

the intensities of three standard reflections were remeasured 

every 75 reflections. These standard reflections were not 

observed to vary throughout the entire data collection 

period. 

The intensity data were corrected for Lorentz-polariza­

tion effects but no absorption correction was made; the 

transmission factor was 0.89±0.07 with y = 3.00 cm-*. The 

estimated variance in each intensity was calculated by: 

OjZ = Cy + k^Cg + (0.03C^)2 + (0.03Cg)2 

where and represent the background and total counts, 

respectively, k^ is a counting time factor, and 0.03 is an 

estimate of nonstatistical errors. The estimated deviations 

in the structure factors were calculated by the finite-dif-

ference method.? Equivalent data were averaged and 1561 

reflections with > 3.0a (F) were retained for structural 

refinement. 
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Solution and Refinement 

The observed extinction conditions hOO: h=2n+1, OkO: 

k=2n+1, and 001: l=2n+1 uniquely determined the space group 

to be P. _ _ . The phosphorus and sulfur positions were 

determined by conventional Patterson techniques and the 

remaining nonhydrogen atoms were located by successive struc­

ture factor*' and electron-density map* calculations. These 

atomic positions were subsequently refined by a block-diago­

nal least-squares procedure*̂  minimizing the function Zw(|F^l 

- where w = l/CpZ. This refinement yielded a conven­

tional residual index of S = ZI IF i - IF li/S|F 1 = 0.088. 
o c o 

At this stage all 20 nonhydrogen atoms had been refined using 

anisotropic thermal parameters. The scattering factors used 

were those of Hanson et al.,io modified for the real and 

imaginary parts of anomalous dispersion.i* The scattering 

factor for hydrogen was that of Stewart et al.*2 

Positions for the aromatic hydrogen atoms were calcu­

lated using a bond distance of 0.95 & from the respective 

carbon atoms. Approximate positions for the methyl and amino 

hydrogens were obtained from an electron-density difference 

map and were refined by least-squares methods to be 1.0 & 

from the respective carbon or nitrogen atoms with tetrahedral 

geometry. After a final cycle of full-matrix refinement, 

without varying the hydrogen parameters, the conventional 

residual index converged to B = 0.069. Low intensity 
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reflections caused a sharp increase in B at high angles and 

refinement using only the 1207 reflections with 26 < 45^ con­

verged to B = 0.057. 

The final positional and thermal parameters are listed 

in Tables 14 and 15, respectively. Standard deviations were 

calculated from the inverse matrix of the final least-squares 

cycle. Bond distances and anglesi^ are listed in Tables 16 

and 17, respectively. 

Description and Discussion 

A computer drawing of one molecule of the salt in the 

correct absolute configuration is shown in Figure 6, and a 

stereographic view of the contents of one unit cell is shown 

in Figure 7. As expected, both phenyl groups are strikingly 

planar (cf. Table 18) . 

In the phenylphosphonothioate ion the P=S bond lies 

nearly in the plane of the phenyl ring with a C6-C1-P-S tor­

sional angle of only 2.9*. In the phenylethylammonium ion 

the C8-H bond lies nearly in the plane of the phenyl ring 

with a C15-C10-C8-H torsional angle of 10.3*. The two ions 

are held together primarily by weak electrostatic forces 

between hydrogen and oxygen or sulfur. The methyl and amino 

groups on the phenylethylammonium ion are both oriented with 

hydrogens pointed directly toward oxygen atoms on the other 

ion and the O-H(N) and 0-H(C) distances of 2.12 and 2.56 â. 
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Table 14. Final atomic positional parameters 

Atom X y z 

S 0.3070(1) 0.1627 (1) 0.4805(3) 
p 0.37405 (9) 0.12901(9) 0.2302(3) 
01 0.3577(3) 0.0458 (2) 0.1554(9) 
02 0.3561 (3) 0.1813 (3) 0.0183(7) 
S 0.1675 (3) 0.1052 (3) 0.243 (1) 
Cl 0.4865(4) 0.1466 (3) 0.276 (1) 
C2 0.5446(4) 0.1265(4) 0.112(1) 
C3 0.6311 (4) 0.1433 (4) 0.135 (2) 
C4 0.6601 (4) 0.1796 (4) 0.318 (2) 
C5 0.6042(4) 0.1992 (4) 0.485 (2) 
C6 0.5171(4) 0.1831 (4) 0.463 (1) 
C7 0.3634(5) 0.2657 (4) 0.027 (2) 
C8 0.1140(4) 0.0896 (3) 0.212(1) 
C9 0.1361 (4) 0.1265 (5) 0.993(1) 
CIO 0.0206(3) 0.0701 (3) 0.236(1) 
C11 0.9757(4) 0.0306 (4) 0.075(1) 
C12 0.8895(4) 0.0149 (4) 0.102(2) 
C13 0.8475(4) 0.0391 (4) 0.283 (2) 
cm 0.8399(5) 0.0788 (5) 0.442 (1) 
CIS 0.9775(5) 0.0943 (4) 0.424 (1) 
C2B 0.5238 0.1009 0.9838 
C3H 0.6703 0.12 96 0.0234 
C4H 0.7200 0.19 07 0.3329 
C5H 0.6252 0.2243 0.6112 
C6H 0.4780 0.1968 0.5744 
C11H 0.0055 0.0138 0.9463 
C12H 0.8593 0.9 8 74 0.9929 
C13H 0.7882 0.0283 0.2999 
C14H 0.8608 0.0958 0.5681 
C15H 0.0083 0.1217 0.5345 
C7H1 0.3159 0.2874 0.1214 
C7H2 0.4196 0.2805 0.0919 
C7H3 0.3580 0.2881 0.8778 
C9H1 0. 1046 0.1780 0.9755 
C9H2 0.1995 0.1373 0.9871 
C9H3 0.1202 0.0893 0.8733 
NH1 0.2264 0.0283 0.2285 
NH2 0.1571 0.9938 0.3833 
NH3 0.1523 0.9771 0.1349 
C8H 0.1323 0.1315 0.3415 
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Table 15. Final atomic thermal parameters: 

Atom 6i 1 622 633 612 $13 8 2  3  

S 48(1) 68(1) 312(6) -5(1) 19(2) -30(2) 
p 34(1) 31(1) 276(5) -5(1) -4(2) -2(2) 
01 50 (2) 40 (2) 519(21) -12(2) -4(6) -43(5) 
02 54(2) 67(2) 265(14) -15(2) -30(5) 34(5) 
N 33(2) 36(2) 411(21) -4(2) 3(6) 2(6) 
CI 38(3) 27(2) 308(21) -1(2) -7(7) 5(6) 
C2 41(3) 44(3) 370(24) -2(2) 9(8) 0(8) 
C3 42(3) 52(3) 581(34) -2(3) 30 (10) -2(10) 
C4 40(3) 37 (3) 686(41) -6(2) -16 (11) 10(10) 
C5 50(4) 39(3) 514(31) -1(2) -68(11) -22(9) 
C6 43(3) 36(2) 385(26) 5(2) -19(8) -17(7) 
C7 79(4) 46(3) 604(36) -3(3) -42 (13) 79 (10) 
C8 36(3) 30(2) 346(23) -2(2) -28(7) 7(7) 
C9 52(3) 63(4) 471 (30) -12(3) -25(10) 71(10) 
CIO 38(3) 26(2) 299(21) 5(2) -13(7) 6(6) 
C11 42(3) 39(3) 375(26) 1(2) -15(7) -37(7) 
C12 39(3) 43(3) 570(36) -1(3) -36 (10) -40 (90) 
C13 38(3) 46(3) 639(41) 5(3) -3(11) 35(11) 
€14 64 (4) 63(4) 456(31) 18(3) 52(11) 29(10) 

*The hydrogen atoms were included with fixed isotropic 
thermal parameters B_ = 4.0. 

n 
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Table 16. Bond distances (Â) 

P-S 1.943 (2) 

P-01 1. 492 (4) 

P-02 1.594 (5) 

P-C1 1.801 (6) 

02-C7 1.422 (8) 

C1-C2 1.393(9) 

C2-C3 1.387 (9) 

C3-CU 1.35(1) 

C4-C5 1.39(1) 

C5-C6 1.393 (9) 

C6-C1 1.39(1) 

C8-C9 1.52(1) 

C8-N 1.516 (7) 

C8-C10 1.502 (8) 

C10-C11 1.384 (9) 

C11-C12 1.382 (9) 

C12-C13 1.35(1) 

C13-C14 1.35(1) 

C14-C15 1.39(1) 

C15-C10 1.40 (1) 
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Table 17. Interatomic angles (®) 

S-P-01 115.1(2) C4-C5-C6 119. 7(7) 

S-P-02 112.9(2) C5-C6-C1 120. 2(7) 

S-P-C1 110.8(3) C9-C8-N 10 8. 7(6) 

01-P—02 103.6(3) C9-C8-C10 113. 3(6) 

01-P-C1 111.6(2) N-C8-C10 110. 1(4) 

02-P-Cl 102.0(3) C8-C10-C11 121. 7(6) 

P-02-C7 120.3(5) C8-C10-C20 119. 0 (6) 

P-C1-C2 118.9(5) C11-C10-C15 119. 2(6) 

P-C1-C6 122.5(5) C10-C11-C12 119. 8(7) 

C2-C1-C6 118.5(5) CI1-C12-C13 121. 0(7) 

C1-C2-C3 120.9(7) C12-C13-C14 120. 1(7) 

C2-C3-C4 120.0(7) C13-C14-C15 121. 0(8) 

C3-C4-C5 120.7(6) C14-C15-C10 118. 9(7) 
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Table 18. least-squares planes* and deviations 

Atom Distance from plane (i) 

Plane (I) defined by C1-C6: (-0.14226)1 + (0.89548)1 + 
(-0.42175)2 = 0.40542 

CI 0.004 
C2 -0.004 
C3 -0.002 
C4 0.007 
C5 -0.006 
C6 0.001 

Plane (II) defined by C10-C15: (0.21465) ï + (-0.87149) Y + 
(0.44092) Z = 5.73870 

CIO 0.0004 
Cil -0.008 
Cl 2 0.007 
Cl 3 0.002 
Cl 4 -0.010 
C15 0.008 

*The planes are defined by aX + bY + cZ - d = 0, where 
X, Y and Z are coordinates along the Cartesian a, b and c 
axes. 
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Figure 6. Vie* of PSOgNCisHgo with partial charge densities obtained from CMDO/2 

molecular orbital calculations. The thermal ellipsoids are drawn at the 

50% probability level. 
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Figure 7. Ouit cell stereograph of PSOzNCigHz, 
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respectively, are indicative of weak hydrogen bonds, particu­

larly those involving nitrogen. The two phenyl rings are 

thus held in nearly coplanar positions, the dihedral angle 

between the two planes being 4.5*. 

A comparison of bond distances and angles around the 

phosphorus atom with corresponding parameters in other organ-

ophosphorus molecules yields some interesting results. Since 

01 is not bonded to an aromatic ring, it would be expected to 

show a much stronger bond to the phosphorus, and indeed a 

bond length of 1.492 & is found compared to 1.615 K in lep-

tophos, 1.607 & in bromophoŝ z and 1.592 & in ronnel.zi The 

other three bond lengths involving phosphorus are correspond­

ingly larger than in leptophos: 1.943(2) vs. 1.911(2) i for 

P=S, 1.594(5) vs. 1.579(3) Â for P-02, and 1.801(6) vs. 

1.780(4) Â for P-C1. Direct comparisons of these distances 

cannot be made for the other molecules because of the substi­

tution of the phenyl ring with oxygen or nitrogen, but it 

should be noted that 1.923 & for IPAT is the longest P=S bond 

and 1.579 & for leptophos is the longest P-02 bond observed 

in the series of OP*s studied in this laboratory. 

The angles around the phosphorus range from 102.0* to 

115.1® making the distortion from tetrahedral geometry 

smaller than in leptophos (99.8* to 116.9®). All angles of 

the type S=P-X (X = 0 or C) are smaller than in leptophos but 

still larger than the tetrahedral angle. The greatest change 



www.manaraa.com

59 

in angle involves 01-P-C1 which is 11.8® larger in the salt 

than in leptophos. In general the changes in bond angles 

appear to be primarily due to changes in the F=S and P-01 

distances, i.e., as the sulfur gets closer to the phosphorus 

the remaining three atoms on the phosphorus are displaced 

causing increased P=S-X angles. 
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THE CRYSTAL AMD HOLECULAS STEOCTOBES OF 

CALCIUM FORMATE 

Introduction 

The first x-ray analyses of calcium formate were those 

of Nitta** who determined that the C-0 distances are equal 

(ca. 1.25 A) and that the O-C-0 angle is 124® in the formate 

ion. Schutte and Buijs*s discovered that a second phase of 

calcium formate crystallizes when a water-miscible organic 

solvent is added to an aqueous solution of Ca(HC00}2 and 

called this phase 3-Ca (HCOO)2 to distinguish it from 

a-Ca(HCOO)2 which crystallizes from aqueous solution. They 

also reported that the g phase had been obtained along with 

the a form by rapid crystallization from aqueous solution at 

90*C and that it was unstable in contact with the atmosphere. 

Their studies of the infrared spectra of both forms revealed 

that the a form has two unique formate ions indicated by a 

doubling of all the bands. The 3 form, on the other hand, 

contains only one unique formate ion giving rise to a single 

set of bands in the infrared spectrum. Donaldson, Knifton, 

and Boss** also studied the infrared spectrum of a-Ca{HC00)2 

and concluded that the Ca-0 bonds are ionic. Comel and 

Mentzen*? studied phase transitions via differential thermal 

analysis and concluded that the a form is thermodynamically 

more stable than the 3 form at room temperature. 
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Recently, Vaughan** has been developing a solid state 

nuclear magnetic resonance technique for determining atomic 

positions in crystalline structures, and selected calcium 

formate as a standard crystal to test his methods. However, 

vfaen attempting to interpret the results of his experiments 

the hydrogen atom appeared to be oscillating between two 

widely separated positions in the plane of the formate ion. 

Since precise structural data were not available at that time 

we-decided to investigate the behavior of the hydrogen atom 

via diffraction techniques. Our original plan was to obtain 

precise nonhydrogen parameters by x-ray methods and to follow 

this by a determination of the hydrogen position with neutron 

diffraction data. 

The calcium formate structure was also used as a test 

case for a new data collection algorithm designed to improve 

the accuracy of low intensity reflections. The estimated 

variance in the intensity of a reflection is given by 

cJi^ = + <0.03Cy)2 + (0.03Cg)2 (1) 

where C„ and C are the total and background counts and is 
T B t 

a counting time factor. From this equation it can be seen 

that the relative error in a measurement increases as the 

number of counts decreases. It follows that the accuracy of 

an intensity measurement can be improved by increasing the 

number of counts. For very intense reflections, however, 

such an increase is not necessary and may even be detrimental 
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if it causes the couating buffer to overflow. Therefore, a 

multiple scan technique was developed in which the computer 

compares the total counts for a reflection to some minimum 

value. If the count is below this minimum the scan is 

repeated and the new count added to the previous total until 

the preset minimum count is reached. In order to avoid the 

computer spending too much time on very low intensity or 

extinct reflections ao scan is repeated more than ten times. 

The intensity of the peak is then the average value for all 

the scans and the variance is given by 

/a \ /).03 \ 2 / 6 ,03n k. X *  

where n^ = number of steps 

n = number of scans 
c 

and = counting time factor. 

Calcium formate was prepared by neutralizing a solution 

of formic acid with calcium hydroxide. The @ form was 

obtained by crystallization at room temperature and the 3 

form by recrystallization from aqueous solution at 90oc. Two 

sets of data were collected for the a form; one by standard 

techniques and one by the multiple scan technique. 
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a-Calciua Formate 

A spherical crystal approximately 0.4 mm in diameter was 

selected and mounted on the end of a glass fiber with Duco 

cement and subsequently attached to a standard goniometer 

head. From four preliminary w-oscillation photographs taken 

at various ̂  and (p settings, 12 independent reflections were 

selected and their coordinates were input to an automatic 

indexing algorithm.3 

The resulting reduced cell and reduced cell scalars 

indicated orthorhombic symmetry. This was confirmed by axial 

oscillation photographs which revealed mirror symmetry for 

all three axes. Observed layer line spacings were within 

experimental error of those predicted for this cell. The 

lattice constants for this cell, using fio radiation, X = 

0.70954 &, at 27oc, are a = 10.168, b = 13.407 and ç = 6.278 

&, with Z = 8. 

Data were collected at room temperature on an automated 

four-circle diffractometer designed and built in this labora­

tory.® The diffractometer is interfaced to a PDP-15 mini­

computer in a time-sharing mode and is equipped with a scin­

tillation counter. Graphite-monochromated Ho radiation 

was used for data collection. 

All data (4345 reflections) within a 26 sphere of 55* 

were measured in the hkl, hkl, hkl and hkl octants using a 

standard (6-scan data collection technique. 
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As a gaiecal check on electronic and crystal stability, 

the intensities of three standard reflections were remeasured 

every 75 reflections. These standard reflections were not 

observed to vary throughout the entire data collection per­

iod. An examination of the data revealed systematic absences 

for Okl: l#2n, hOl: h#2n and hkO: k#2n, and the space group 

was determined to be 

The intensity data were corrected for Lorentz and polar­

ization effects but ao absorption correction was made; with y 

= 10.87 cm-7 the transmission factor was 0.65. The estimated 

variance in each intensity was calculated by Equation (1) and 

the estimated standard deviations in the structure factors 

were calculated by the finite-difference method.? Equivalent 

data were averaged and 936 reflections with > 3.0cr(F) were 

retained for structural refinement. 

A second set of data was then collected on the same 

crystal using the multiple w-scan technique. For this test 

the minimum intensity for a peak was set at 20000 and the 

counting time for each step was increased to 0.10 sec. from 

its usual value of 0.05 sec. All data (2206 reflections) 

were collected within a 20 sphere of 55® in the hkl and hkl 

octants. 

Six standard reflections were monitored to check crystal 

and electronic stability and once again no significant change 

was observed throughout the data collection period. 
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às before the intensity data were corrected for Lorentz 

and polarization effects but not for absorption. The esti­

mated variance in each intensity was calculated by Equation 

(2) and the estimated standard deviations in the structure 

factors were calculated by the finite-difference method. 

Equivalent data were averaged and 943 reflections with > 

3.O0(P) were retained for structural refinement. 

All nine nonhydrogen atoms were located by nULTAN^^ 

using the second set of data. These positions were subse­

quently refined by a full-matrix least-squares procedure® 

minimizing the function EwdF^J - IF^J) ̂ where w = 1/6^2. 

This refinement yielded a conventional residual index of R = 

ZI IP I - |F ||/Z|F I = 0.071 and 0.065 for the first and sec-
O C G 

ond data sets, respectively, and a weighted residual of wR = 

SwllF I - IF ||/Sw|F i = 0.087 and 0.079, respectively. Thus 
o c o 

the multiple scan data did appear to be better than the stan­

dard data and was used for the final stages of refinement. 

The scattering factors used were those of Hanson et al.,i* 

modified for the real and imaginary parts of anomalous dis­

persion. ** The scattering factor for hydrogen was that of 

Stewart et al.*2 

The positions of the hydrogen atoms were determined by 

examination of an electron-density difference map. The posi­

tions and isotropic temperature factors of the hydrogen atoms 

were allowed to refine and the E factor converged to 0.060. 
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At this point a small secondary extinction effect was aoted 

and a correction vas applied on the basis of equations 

derived by Darwin.** The observed and calculated intensities 

are related by the expression 

= IcexP(-29lc) (3) 

where g is a secondary extinction coefficient. Rewriting 

Equation (3) and expanding the exponential as a series to 

first order in I results in 
c 

Ic/Io ' 1 * 29lc 

Osing the five largest reflections and solving Equation (4) 

for g yielded an average value of 1.13x10-5, This was then 

used to modify the observed structure factors according to 

the equation 

= IFqI (1 • gi^). (5) 

After two more cycles of refinement the fi factor converged to 

0.0Q9 and wP = 0.056. 

The final positional and thermal parameters are listed 

in Table 19. Standard deviations were calculated from the 

inverse matrix of the final least-squares cycle. Bond 

lengths and angles for the formate ions are listed in Table 

2 0 and selected angles around the Ca++ ion are listed in 

Table 21. 
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Table 19, Final atomic positional* and thermal^ parameters for a-Ca(HC00)2 

Atom 'la $ 2  2  3 3 3 3 1 2 3 1 3 3 2 3 

Ca 0.13428(3)3 

01 0.2992(1) 

02 0.4638(1) 

03 0.0235(1) 

OU 0.2000(1) 

CI 0.3870(2) 

C2 0. 1257(1) 

HI 0.159(2) 

H 2 0.404(2) 

0.89251 (2) 

-0.01484 (8) 

0.04722 (8) 

0.2016 (1) 

0. 29850 (8) 

0.0488(1) 

0.2343(1) 

0. 205(2) 

0. 108(2) 

0.97221 (5) 40(1) 26(1 

0.1327(2) 73(1 

0. 3100(2) 

0.2120 (2) 

0.2148(2) 

0. 1565(3) 

0. 1334(3) 

0.002 (4) 

0.054 (5) 

70(1 

65(1 

58(1 

65(1 

56(2) 

138 (43) 

157 (53) 

45(1 

41 (1 

45(1 

34(1 

32(1 

33 (1 

116(2) 

186(3) 

178(3) 

165(3) 

151(3) 

140(4) 

129(4) 

0 ( 1  

- 1 8 ( 1  

-14(1 

-17(1 

-9(1 

- 6 ( 1  

-6(7 

- 2 ( 1 )  

- 2 6 ( 1 )  

-31(2) 

0(1 )  

2 ( 1 )  

- 1 2 ( 2 )  

3(1) 

-4 (1 

1 (1 

1 ( 1  

-5(1 

-9 (1 

9(1 

-7(1 

*The positional parameters for all atoms are represented in fractional unit 

cell coordinates. 

«The are defined by: T = exp[-(h^Pjj • k2p2 2 • l^Bas • 2hkgj2 • 2hlgi3 + 

2kl3j,3) ]• If only the column is listed this corresponds to an isotropic 

temperature factor. Nonhydrogen thermal parameters are (x 10+), hydrogen thermal 

parameters are (x 10®). 

3ln this and succeeding tables, estimated standard deviations are given in 

parentheses for the least significant figures. 
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Table 20. Bond distances (&) and angles (°) in the formate 
ions 

C1-01 1.245(2) C2-03 1.231 (2) 
C1-02 1.240(2) C2-04 1.254(2) 
C1-H2 1.03(5) C2-H1 0.98(5) 

01-C1-02 122.2(2) 03-C2-04 126.2(2) 
H2-C1-01 124.7(9) H1-C2-03 119.2(9) 
H1-C1-02 113.0(9) H1-C2-04 114.4(9) 

Table 21. Selected angles (®) arcuixd the Ca++ ion* 

01-Ca-02 89.20(5) 03-Ca-04 88.11(5) 

01-Ca-04 95.53(5) 03-Ca-0l' 91.79(4) 

01-Ca-04' 74. 16(4) 03-Ca-02* 88.44 (5) 

0 1-Ca-01» 84.89(4) 03-Ca-03» 70.04(4) 

01-Ca-02' 91.21 (5) 04-Ca-03' 71.21 (4) 

02-Ca-03 87.53(4) 04-Ca-04' 84.87 (4î 

02-Ca-03' 96.95(4) 04-Ca-02« 70 .10 ( 4) 

02-Ca-04* 86.01 (4) 01•-Ca-02• 50.76(4) 

0 2-Ca-01» 70.30(4) 03'-Ca-04• 40.01 (3) 

C2-Ca-01 92.16 (4) Cl-Ca-01 87.95(4) 

C2-Ca-02 92.78(4) Cl-Ca-02 95.60 (4) 

C2-Ca-03 90.34(4) C1-Ca-03 90.03 (4) 

C2-Ca-04 76. 25(4) C1-Ca-04 95.38(4) 

*C1, 01' and 02* and C 2 ,  03* and 04' are the axial ions. 
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Table 22. Least-squares planes* and deviations for 

a-Ca(HCOO) 2 

Atom Distanee from plane (&) 

Plane (I) defined by 01, 02, Ci and HI: (0.63259) X + 

(0.56863) Y + (0.52581) Z = 10.9 

01 0.0003 

02 0.0002 

CI -0.0009 

HI 0.0003 

Plane (II) defined by 03, OU, C2 and Hi: (-0.50 333) X + 

(0.70273) Y + (0.50281) Z = 10.6 

03 -0.0080 

04 -0.0076 

C2 0.0247 

HI -0.0090 

*The planes are defined by aX + bY + cZ - d = 0, where 
X, Y and Z are coordinates along the Cartesian a, b and c 
axes. 
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Figure 8, The coordination sphere around the Ca++ ion in a-Ca (HCOO) 2 showing 5056 
probability ellipsoids. 
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B-Calcium Formate 

&n octahedral crystal 0.4 mm on a side was selected and 

mounted on the end of a glass fiber with Duco cement and sub­

sequently attached to a standard goniometer head. From four 

preliminary u-oscillation photographs taken at various x and 

(f> settings, 10 independent reflections were selected and 

their coordinates «ere input to an automatic indexing 

algorithm.3 

The resulting reduced cell and reduced cell scalars 

indicated tetragonal symmetry. This was confirmed by axial 

oscillation photographs which revealed mirror symmetry for 

all three axes. Observed layer line spacings were within 

experimental error of those predicted for this cell. The 

lattice constants obtained from the precise ±26 measurements 

of 12 strong independent reflections, using Ho Kq radiation, 

X = 0.7095% Â, at 27*0, are a = 6.765(2) and ç = 9.456(3) 

with Z = 4. 

Data were collected at room temperature on an automated 

four-circle diffractometer designed and built in this labora­

tory, s Graphite-monochromated Mo radiation was used for 

data collection. 

All data (1150 reflections) within a 26 sphere of 55® 

were measured in the hkl and hicl octants using a standard 

w-scan technique. However, the data were collected with the 

b axis unique and upon completion of data collection the 
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indices were transformed to 

h' -1 0 0 h 

k* = 0 0 1 k 

1» 0 1 0 
1 w 

As a general check on electronic and crystal stability, 

the intensities of three standard reflections were remeasured 

every 75 reflections. These standard reflections were not 

observed to vary throughout the entire data collection 

period. 

The intensity data were corrected for Loreatz and polar­

ization effects. Since y = 10.87 cm-i no absorptions correc­

tions were made; minimum and mazianm transmission factors 

were 0.63±0.07. The estimated variance in each intensity was 

calculated by Equation (1). The estimated standard devia­

tions in the structure factors were calculated by the finite-

difference method.? Equivalent data were averaged and 565 

reflections with > 3.0a (F) were retained for structural 

refinement. 

A statistical test of the data* indicated an acentric 

space group and the observed extinction conditions, 001: l#4n 

and hOO; h#2n, indicated the space group p. ^ 

The calcium position was determined by analysis of a 

sharpened three-dimensional Patterson function and the other 

nonhydrogen positions were located on successive electron-

density maps. The position of the hydrogen atom was obtained 
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from a difference electron-density map. These positions were 

subsequently refined by a full-matrix least-squares 

procedure® minimizing the function Zaj(|F^| - IF^l)^ where w = 

1/c7p2« All nonhydrogen atoms were refined anisotropic all y 

and the hydrogen atom was refined isotropically to a conven­

tional residual index of R =Z||F j - |F ||/Z1F | = 0.070. A 
o c o 

small secondary extinction effect was noted and the structure 

factors were modified according to Equation (5) using g = 

1.21x10-5. After this correction the conventional residual 

index converged to P = 0.044. The scattering factors used 

were those of Hanson et al.modified for the real and 

imaginary parts of anomalous dispersion.i* The hydrogen 

scattering factor was that of Stewart et al.12 

The final positional and thermal parameters are listed 

in Table 23. Standard deviations were calculated from the 

inverse matrix of the final least-squares cycle. Bond 

lengths and angles for the formate ion are listed in Table 24 

and selected angles around Ca++ are listed in Table 25. 

Description and Discussion 

The coordination spheres around the Ca++ ion are shown 

in Figures 8 and 9 for the a and 3 forms, respectively. The 

structure of a-Ca(HCOO)2 by neutron diffraction analysisso,si 

was reported at the same time that this x-ray study was com­

pleted and the reported interatomic distances and angles are 



www.manaraa.com

Table 23, Final atomic positional* and thermal^ parameters for $^Ca(HC00)2 

h torn X y z Bi 1 2 & 3 3 B12 3 ^2 3 

Ca 0. 2172(2) 3 0. 2172(2) 0.0(0) 95(1) 95(1) 89(1) -1(1) -11(1) 11 (1) 

01 0. 5651 (3) 0. 2233 (3) -0.0154(2) 126(4) 203 (5) 96(2) 11(3) -9(2) -4(3) 

02 -0. 1 202(3) 0. 2194(3) 0.0348(3) 104 (4) 288 (6) 187(3) -15(3) 16(3) 11 (W) 

C 0. 1963(U) 0. 7060(3) -0.0674(3) 185 (6) 118(5) 77(2) -22(4) 7(3) -10(3) 

H 0. 104(4) 0. 704 (4) -0. 1603 (3) 176 (65) 

iThe positional parameters for all atoms are represented in fractional unit 

cell coordinates. 

2The g. . are defined by: T = exp[-(h23ij + • 1*833 + 2h)c3j2 • 2hl3j 3 + 
•LJ 

2X1^23)]. If only the Pjj column is listed this corresponds to an isotropic 

temperature factor. Nonhydrogen thermal parameters are (x 10*), hydrogen thermal 

parameters are (x 10%). 

3ln this and succeeding tables, estimated standard deviations are given in 

parentheses for the least significant figures. 
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Table 24. Bond distances (Â) and angles (°) in the formate 
ion 

C-01 1.247(3) 01-C-02 123.9(3) 
C-02 1.225(3) 01-C-H 125.9(1.U) 
C-fl 1.08(3) 02-C-H 107.0(1.4) 

Table 25. Selected angles (°) around the Ca++ ion^ 

0l-Ca-02i 90. 11(5) 02-Ca-01i 90.11 (5) 

Ol-Ca-Oli 88. 21(9) 02-Ca-0l2 92.05 (8) 

01-Ca-023 64. 38(7) 02-Ca-022 90.64(9) 

01-Ca-012 84. 29(8) 02-Ca-0l3 73.49(8) 

01-Ca-022 84. 52(6) 01»-Ca-0l3 88.29(8) 

û2i-Ca-02 91 .9(1) 01*-Ca-02 3 84.5j (5) 

0?»-Ca-013 92. 05(3) 011-C3-022 64.38(7) 

02»-Ca-023 90. 64(9) 0l2-ca-022 46.51 (6) 

02i-Ca-012 73. 49(8) 01 3-ca-023 46.51 (6) 

C-Ca-01 87. 74(6) Ci-Ca-01 82.54(7) 

C-Ca-02» 92. 84(8) Ci-Ca-021 96.57(8) 

C-Ca-02 96. 57(8) Ci-Ca-02 92.84 (8) 

C-Ca-01» 82. 54 (7) Ci-Ca-011 87.74(7) 

^he oxygen atoms are related by the symmetry operations 
x,y,z; y,x,z; 0.5-y,0.5+x,0.25+z; and 0.5+x,0.5-y,-0.25-z. 
C, 013 and 023 and , 01^ and 02^ are the axial formate 
ions. 
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Table 26. Least squares plane* of the fornate ion in 

B-Ca(HCOO) 2 

Atom Distance from plane (&) 

Plane defined by 01, 0 2 ,  C and H: (0. 87344) X • (-0.09346) Y + 

(-0.47786)2 = 0.92512 

01 0.0003 

02 0.0002 

CI -0.0009 

H1 0.0003 

iThe plane is defined by aX • bY + cZ - d = 0, where X, 
Y and Z are coordinates along the Cartesian a, b and c axes. 
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Figure 9, The coordination sphere around the Ca++ ion in 

B-calcium formate. The ellipsoids are at the 50% 

probability level. 
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in very close agreement with our results. 

The genetr; around the Ca*+ ion in both forms may be 

described as distorted octahedral with oxygen atoms at the 

four equatorial positions and a formate ion coordinated in a 

bidentate fashion at each axial position. An examination of 

Tables 21 and 25 shows that all angles involving CI and C2 

with 01, 02, 03 and 04 in the a form and C and C with 01, 

02, 01 * and 02* in the B form are in the range of 90*17.5* 

with one exception (C2-Ca-04 for a is 76.3®), The orienta­

tions of the formate ions are different in the two forms, 

however. If one considers the planes defined by the carbon 

and oxygens in each ion, then the two axial ions in the (% 

form have a dihedral angle of 70® while the axial formate 

ions in the 6 form are perpendicular to each other. 

The average C-0 distance in each formate ion of the a 

form is 1.243 & compared to 1.236 & in the 3 form. In the 

infrared spectra*s the symmetric C-0 stretch mode produces 

two bands with an average frequency of 1357.5 cm-i in the a 

form and a single band at 1359 cm-i in the g form. These are 

very small differences but the shorter bond length and higher 

stretching frequency both indicate a slightly stronger C-0 

bond in the g form. At the same time the C-H stretching fre­

quencies of both formate ions in the a form (2869 and 2890 

cm-i) are higher than the corresponding band in the g form 

(2857 cm-i) and both C-H bond lengths in the a form (1.03 and 



www.manaraa.com

80 

0.98 Â) are shorter than in the g fora (1.08 Â) . Hence as 

the c-0 bonds get stronger, the C-H bonds get weaker in 

transforming from a to B. 

à closer examination of the geometries of the formate 

ions also yields some interesting results. In the a form one 

formate ion has almost identical C-0 bond lengths (1.245 and 

1.240 &) while in the other ion the C-0 bonds differ by 0.017 

&. The first ion is strikingly planar (cf. Table 22), the 

greatest deviation from the plane being 0.0009 X, while the 

second ion is slightly distorted, the deviations from the 

plane being 30 times greater than for the first ion but still 

on the order of experimental error. In the 3 form the C-0 

bond lengths differ by 0.022 & and the deviations from the 

least squares plane (cf. Table 26) are three times larger 

than in the second ion of the cc form. This deviation from 

planarity, along with the changes in bond lengths, suggests 

that the formate ion is under some strain in the 3 form. 

The average Ca-0 distance in the 3 form (2.521 I) is 

also shorter than in the a form (2.544 1). This is espe­

cially interesting in view of the fact that the total cell 

volume per formula unit for each form (107.0 for a, 108.2 

for 3) indicates a lower density for the 3 form. With the 

atoms lying closer together in spite of a greater available 

volume, the 3 form can be seen to have less efficient packing 

and a less stable configuration than the a form in agreement 
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with the ETA results of Cornel and Mentzen.*? 

In conclusion the geometry around the Ca+^ ions of both 

forms are quite similar. The crystal structures of calcium 

formate correlate completely with reported spectroscopic 

studies. The hydrogen shows no unexpected behavior within 

the crystal and indeed the parameters obtained were suffi­

ciently informative that the neutron diffraction study was 

deemed unnecessary. Although the g form is less stable than 

the a form at room temperature, it is stable in contact with 

the atmosphere over the period of time (days) required for a 

single crystal diffraction study. The stability of the 6 

form and the relative ease of producing it from aqueous solu­

tion contradicted the characteristics implied in the litera­

ture. In subsequent communications with Vaughan it was 

learned that his calcium formate was produced by both slow 

and rapid evaporation from aqueous solutions and hence was a 

mixture of both crystalline forms. Thus the anomalous 

results for the hydrogen positions were due to the different 

environments of hydrogen in the two forms. 
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LEAST-SQUARES REPIHEHENT OF STEOCTORAL PARAMETERS 

Introduction 

A nev program, called ALLS, has been written in FORTRAN 

to perform the least-sgaares refinement of crystal structure 

parameters based on single crystal x-ray diffraction data. A 

listing of the program and detailed instructions for its use 

are provided elsewhere.*3 

This program performs successive cycles of refinement 

using either the full-matrix or block-diagonal matrix of the 

normal equations. The parameters which may be refined 

include an overall scale factor, a secondary extinction coef­

ficient, individual atom multipliers, atomic coordinates and 

isotropic or anisotropic temperature factors. The parameters 

to be varied are specified in the input and different parame­

ters may be varied in each cycle. Structures of any symmetry 

can be accommodated by special subroutines. The observations 

may be weighted individually or the use of unit weights may 

be specified. 

The program is an extension of the ORFLS program* in 

that it uses the same methods to handle symmetry, calculate 

derivatives, and invert the matrix. à major goal in the 

development of ALLS, however, was to improve the efficiency 

of structural refinement and to increase the generality of 

the program. Towards this goal several significant modifica­
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tions were made. A major addition vas the provision for 

either block-diagonal or full-matrix refinement. Block-diag-

onal refinement is considerably more efficient than fall-ma-

triz refinement if one can assume that the atom-atom interac­

tions that it neglects are essentially insignificaat. For 

this assumption to be valid some interaction between the 

scale factor and atomic temperature factors must be included, 

however, and some programs in the past have accomplished this 

by introducing an overall temperature factor and letting this 

interact with the scale factor. Even with such an inclusion, 

block-matrix approaches in the past have been hampered by 

overshifting, especially in the early stages of refinement, 

and damping factors have had to be applied to the calculated 

shifts. In order to circumvent this difficulty, a new 

block-diagonal approach has been devised which has been found 

to work quite well without using either the overall tempera­

ture factor or damping factors. 

Two other options which may be used to decrease the num­

ber of computations required are reuse of the matrix and 

truncation of the data set. ALLS calculates the elements of 

the matrix in the first cycle of a job, but if the calculated 

shifts are less than ten times the estimated error for all 

the parameters and the full-matrix is being used, it does not 

recalculate them in following cycles. Thé user can override 

this option but our experience indicates that this is 



www.manaraa.com

84 

generally not necessary. 

Since the matrix elements are sums over all the reflec­

tions, the number of calculations can be further decreased by 

reducing the number of reflections used. In particular, in 

the early stages of refinement, relatively low resolution is 

usually required and hence the data set can be limited to the 

low angle reflections. &s one seeks to improve the resolu­

tion in the structure, more data can be included by increas­

ing the maximum value of sin6/A to be allowed, ill data at 

higher angles will be neglected in the refinement. 

Other modifications to the program include the options 

to output either regular or sharpened coefficients for an 

electron-density map calculation, to refine a secondary 

extinction coefficient and to refine different parameters in 

succeeding cycles. 

squares as applied in crystallography commonly minimizes the 

function: 

Mathematical Background 

The Block-Diagonal Method The method of least-

" ' :Wr<lfor' - isfor')' (1) 

Where the sum is taken over all reflections. 

isfcr* = (&or= + Bcr')'': (2) 

where 

Agr = s?f^a^cos2Tr (hx^ • ky^ • lz\)T^ (3) 
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and 

B = sZf. a. sin2-ir (hx. • ky. • Iz. )T. (U) 
c r  i l l  1  1  1 1  

and is the weight associated with each observation. For 

isotropic thermal motion 

= exp (-B^sin^e/x^) (5) 

and for anisotropic thermal motion 

= exp[-(h2&u^ • kZgzzi • 1293 31 + 2hkgj,^ + 2hlgj3i 

• 2kl3a,^)] (6) 

Minimization of Equation (1) is achieved by differentiating 

with respect to each parameter and equating to zero. This 

leads to n equations of the form 

ZWrd^or' " |sf2rl)3|sF2r(pi"''Pn)l/apj = 0- (?) 

Since |sP I is nonlinear in all parameters except s we will 
cr 

express it as a Taylor series and neglect second and higher 

powers, so that 

IsFcrCPi* ..Pj^) I = lsF2^(a^...a^)| 4- Z(9lsFg^|/ap^)Apu (8) 

where p^...p^ may be any scale, positional or thermal parame­

ters and 

iPi = Pi -

Substitution of Equation (8) into Equation (7) and rearrange­

ment of terms leads to 

zzu^OlsF j/3p.) ( 9 |sP |/3P.)AP. = Zw (alsF |/3p.)a F (9) 
^ cr ] cr 1 1 ^ r cr 3  r 

where a F  = | F  | - | s F  (a...a)|. 
r or cr 1 n 
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Equation (9) is the full*matrix least-sguares equation 

and may also be expressed as 

1 1 = 1  

where 

«... = lûJ^OIsF I/3P ) OlsF I/3P ) 
AJ ^ i Ci i Ci J 

and Ï. = 2w OJsF |/3p.)AF. 
] ^ r cr ] 

The elements of matrices ̂  and ï can be calculated and 

hence the shifts can be obtained from 

X = M-iY. 

When these shifts are applied to the initial parameters 

the result is an improved, but still approximate, set of 

parameters. These may then be used to repeat the process 

until successive cycles produce no further shifts. Multiple 

cycles are required because of the neglect of higher order 

terms in the Taylor series. 

The matrix ̂  is a square matrix of order n where n is 

the number of variables. Since ̂  is also symmetric the num­

ber of unique elements which must be calculated and stored in 

the computer is n(n+1)/2. Since this number increases quite 

rapidly with n, the amount of computation time and memory 

space also increase significantly as larger structures are 

examined. Therefore, methods of approximating J have been 

suggested'^ as a means of decreasing the computational 
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requireaents foc structural refinement. 

An examination of the elements of ̂  shows that the diag­

onal elements are sums of squares and as more terms are accu­

mulated these sums will become progressively larger. The 

off-diagonal elements, on the other hand, are sums of prod­

ucts which may be either positive or negative and as more 

terms are accumulated these sums could reasonably be expected 

to be smaller than those on the diagonal. If the parameters 

p^ and pj are correlated in any way, however, the contrib­

uting terms to H. . will not cancel in a random fashion and 
1] 

this element will be significantly different from zero. This 

is the case for terms correlating the scale factor with the 

thermal parameters and also for terms correlating parameters 

of a given atom, becoming especially important if the inter-

axial angles of the unit cell differ significantly from 90^. 

The most commonly used approximation to jl, therefore, is 

the block-diagonal matrix in which all off-diagonal elements 

are neglected except those corresponding to the different 

parameters associated with the same atom, thus forming 4x4 

and 9x9 blocks for isotropic and anisotropic atoms, respec­

tively. In order to account for the interaction between the 

scale factor and temperature factors, a common approach has 

been to include a 2x2 block in the matrix corresponding to 

the scale factor and overall temperature factor. 

This and other block-matrix approaches, however, suffer 
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from overshifting of the parameters, especially in the early 

stages of refinement. The overshifting is caused by the 

omission of many important interactions when neglecting the 

off-diagonal elements of the full-matrix. Damping factors 

have to be applied to the calculated shifts in order for 

these methods to converge. 

In ALLS, however, a somewhat different approach is used; 

each atomic block includes the row and column elements asso­

ciated with the scale factor, thus forming 5x5 and 10x10 

matrices. In this way many of the terms which are nonzero 

but are neglected in the other methods are now retained in 

the matrix and the parameters in different blocks are corre­

lated to a common scale factor. So overall temperature fac­

tor is necessary to correlate the scale and temperature fac­

tors and, most significantly, no damping factors are needed. 

Since each block contains the scale factor as a vari­

able, a different scale factor shift is calculated for each 

atom. The total shift is then calculated as the weighted 

average: 

As = ZZ.As./SZ. (10) 
i ̂  1 i 1 

where Z is the atomic number of atom i. 
i 

Sharpened Fourier Coefficients In the early stages 

of solving a structure, electron-density maps are calculated 

by 
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p(x,y,z) = ZFj^j^^exp[-2Tri(hx + ky + Iz) ] 

and atoms are located by finding the peaks on these maps. 

Each is a function of the scattering factors, f^, as 

shown in Equations (3) and (4) . If the atoms all had their 

scattering power concentrated at the nucleus and scattered as 

point atoms then f^ would be a constant, egual to the atomic 

number . For real atoms, however, fj^ decreases with 

increasing 6 and the resulting decrease in at higher 

angles causes a broadening of peaks on the electron-density 

map. For small atoms this loss of resolution makes their 

peaks difficult to distinguish from background noise. If the 

Fj^j^^*s are multiplied by the factor Sz^/Zf^ , where is the 

atomic number and f^ is the scattering factor of atom i, then 

they will more closely resemble scattering from point atoms. 

To simplify the computations, AILS uses the factor Zi/fi, the 

atomic number and scattering factor of the heaviest atom in 

the structure, as the sharpening factor and generates a 

sharpened data set for the electron-density map calculation. 

Secondary Extinction Refinement The following equa­

tions, derived by Coppens and Hamilton,are used when a 

secondary extinction parameter is included in the refinement: 

y = (1 • gyp^)-*/: 

F = sF y1/2 
c' (12) 

(11) 
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3F/3S = y*'^9 (sF^)/3s 

9P/8pu = 0.5y»'2(y2 - 1)a(sP^)/3p^ 

9F/3g = -0.25sF^'y5 'Z 

(13) 

(14) 

(15) 

where g is an isotropic extinction parameter and 

V =  2 1 + cos'^29 T V 
^ 12.593 1 + cos^2e sin2e ^ 

T is the absorption'weighted mean path length of the beam in 

the entire crystal and is approximated in the program by 

using the transmission factor, T (as calculated in the pro­

gram TALABS), and calculating 

The program can be divided into four major parts: data 

input, calculation of structure factors and derivatives, 

matrix inversion, and output of results. Input is divided 

between subroutines PSELIH and NEWKI. PRELIM reads in the 

control information, scattering factor tables, symmetry oper­

ations, and parameters for the trial structure. The parame­

ters are stored in the separate arrays SP, AI, XYZ, and BETA 

for convenience in calculating structure factors and deriva­

tives, and in the single array P for convenience in making 

the least-sgaares adjustments. If isotropic temperature fac­

tors are to be converted to anisotropic form, PRELIM also 

T = -ln(1 - T)/p. (17) 

Program Description 
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computes for each atom 

611 = B.a*%/4 
i 

3 i 2  = B.a*b*cosY* /4 ,  etc. 
i 1 

where the 3 *s are the anisotropic temperature coefficients 

used in the refinement and a*, b*, y* etc. are reciprocal 

cell parameters. 

Input is finished via subroutine NEHKI which reads the 

parameter selection integers and stores them in the array KI. 

NEHKI also counts the number of variables (NV) and calculates 

the number of elements in the least-squares matrix (NMV). If 

the option is used which allows different parameters to be 

refined in each cycle, this subroutine is called once for 

each cycle of refinement; otherwise, it is called only at the 

beginning of the program. 

The program then enters LSQB which serves primarily as a 

control routine for the rest of the program. The dimension 

for the array AH, which contains the upper diagonal part of 

the least-squares matrix, is set equal to NMV when this 

subroutine is called; LSQB is called each time NEWKI is 

called. LSQB consists of a loop which calls INIT, DEEIV, 

TERM, SHI, and OUTP as required for each cycle. INIT simply 

initializes the arrays &H and V as well as the terms used for 

R factor calculations to zero. 

DEBIV calculates the scaled structure factor, YC, for 

each reflection and stores in the array DV the derivatives of 
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rc  with respect to all parameters, p. (The derivative 

dsF/ds# is stored with the derivatives for each atom.) The 

expressions for these quantities are summarized in Table 27, 

in which F is the magnitude of the structure factor, s is the 

scale factor, A and B are the real and imaginary components 

of the structure factor, and p is any individual atom 

parameter. 

Table 27. General form of structure factor-derivative rela­
tions 

Centrosyametric with Noncentrosymmetric 
origin at 

symmetry center 

TsP) 2s|A| S(A2+B2) 1/2 

a(sP)/as (sF)/s (sF)/s 

3<sF)/3p 2sO|AJ/3p) s(A2+B2)-i/2 

*[A3A/3p • B9B/3p] 

The expressions for A and B and their derivatives are 

summarized in Table 28. Here the subscripts i and j refer to 

the various atoms in the asymmetric unit and to the different 

equivalent positions, respectively. f^ and a^ are the 

isotropic temperature factor coefficient, scattering factor, 

and scattering factor multiplier, respectively, for atom i. 

The terms cos. , sin.. and exp.. are the trigonometric con-
1] 1] 1] 

tributions and the anisotropic temperature factor of atom i 
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Table 28. àlgebcaic Expressions for the Derivatives 

Isotropic temperature 
factor 

Anisotropic temperature 
factor 

A Zf. a. exp (-T. p)Zcos. . 
^ X 1 1] 

B Zf. a. exp (-T. p) zsin 
i 1 X 1 j 1] 

3A/3a. f.exp(-T .p)Zcos . . 
11 1 j Ij 

3B/3a. f.exp(-T.p) Zsin. . 
1 1 1 j ij 

3A/3T. -pf.a.eip(-T.p)Zcos.. 
1 11 1 j 13 

Zf.a.Zexp..coSi. 
i j 

ZfiaiZexpi sin^. 
1 ] 

filexp.^cosij 

fiZeip.jSiOij 

3B/3T. -pf  .a .exp(-T . p) Ssin. . 
1 11 1 j Ij 

3A/3x. -2Trf. a. exp(-T . p) Zh .sin. . 
1 1  1  ^ j ̂  

3B/3x. 2Trf .a.exp(-T.p) Zh.cos. . 
1  1 1  1  j  3  

3 A/33J 2. 

3 B/33I2. 

-2irf .a. Zh.exp. .sin. . 
1 ij ] 1] 1] 

2iTf.a. zh.exp. cos. . 
1 ij ] 1] 1] 

-f.a.Z(2hk).exp. cos.. 
1 ij ] 1] 1] 

-f.a.Z(2hk).exp..sin.. 
1 ij ] 1] 1] 
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in equivalent position j. 

The program does the computation for each reflection in 

three steps. First the sums over j are accumulated. These 

are then converted into the derivatives of A and B with 

respect to the atomic parameters, and A and B are obtained. 

Finally, the scaled structure factor and its derivatives are 

computed. If a secondary extinction coefficient is being 

refined these derivatives are then modified according to 

Equations (11)-(15). The derivatives are then stored in 

array DV for convenience in later calculations. 

The following sums are accumulated for use in calcu­

lating various B factors: 

BNUH(I) = zl IF 1 - IsF 1 I 
o c 

EDEN (I) = Z|F I 
c 

WBNDH(I) = Zw(F - sF )2 
o c 

WRDEN(I) = SojF 2 
O 

XBNUH = z|F 2 - sF 2 I 
o c 

XBDEN = ZF 2 
o 

where the different values of I represent summations over all 

reflections and over those reflections in specific hkl zones 

and ranges of sine/x. 

The contribution OBEGA»(TO-YC)»D¥(J) is added to each 

vector element, ? (J). The contributions to the matrix ele­

ments are then calculated if necessary. After the first 

cycle, if the full-matrix is being used and the shift/error 
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ratios were all less than ten on the previous cycle, the 

matrix element calculations would be skipped unless 

requested. If the full-matrix option is being used then the 

term OMEGà*DV(J)*DV(K) is added to AH(J,K), the jk^ element 

of the matrix. If, however, the block-diagonal matrix option 

is selected, then the contribution to AM(J,K) is only calcu­

lated if parameters J and K apply to the same atom or one of 

them is the scale factor. 

After DERIV has processed all the reflections, the pro­

gram calls the subroutine TEBH to calculate and print the 

various R factors: 

8(1) = BNOH(I)/RDEN(I) 

weighted S (I) = «RHOB (I)/«BDEN (I) 

based on S = ÏRSOM/XRDEN 
intensities 

The next step is the inversion of the matrix. The 

inversion procedure used in subroutine SHI is described in 

detail elsewhere.s* If the matrix has not been recalculated 

this step is bypassed. Before calling SMI the program checks 

whether any diagonal element equals zero, which would indi­

cate a singular matrix. If a singularity is discovered 

either at this point or during the inversion process, the 

program will terminate after printing an appropriate diagnos­

tic message. If the block-matrix is being used then each 

block is inverted by a separate call to SMI. Opon completion 

of this stage the original matrix in AM has been replaced by 
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the inverse matrix. 

The calculations are then completed in subroutine OUTP. 

First the matrix multiplication is performed to obtain the 

parameter shifts, PD, and at the same time the diagonal ele­

ments of the matrix are stored in DIAG. The entire list of 

parameters is then printed showing the changes which were 

made and the estimated standard errors associated with these 

variables. The latter are calculated as SQBT (DIAG (J)* 

SQSIG(I)) and are stored in ESP for later use. (SQSIG(l) is 

(D/(r-n))*'2 where D is defined by Equation (1), r is the 

number of observations and n is the number of variables.) 

The overall scale factor shift is calculated as shown in 

Equation (10). Then the shifted parameters are transferred 

to the arrays AI, XYZ, and BETA and the estimated errors are 

transferred to EBXTX and ERBETA. 

As the parameters and their errors are listed, several 

additional numbers are printed to help interpret the results. 

For the positional parameters the shift and estimated error 

are converted from fractional coordinates to angstroms and 

printed immediately after the shift/error ratio. The thermal 

parameters and their estimated errors are converted from 3*s 

to O's and these results are also printed after the 

shift/error ratio. The O's are defined by the expression 

exp[-0.25(0iia*2h2 + U22b*2k2 • 03 3C*212 + 20i2a*b*hk 

+ 2Ui3a*c*hl • 2D2 3b*c*kl)] 
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and the conversions are made as follows: 

Oil = 46ii/a 2 

0i2 = 46i2/a*b* etc. 

All of these numbers are printed only for convenience in 

interpreting the results and are not saved or used in any 

other part of the program. 

If necessary, related positional and thermal parameters 

and atom multipliers may be adjusted using the BESETX, EESETB 

and PESETA subroutines. The ne* thermal parameters are then 

tested for the positive-definite form in the following way. 

For isotropic temperature factors: 

Bu > 0 

For anisotropic temperature factors; 

Bi 1 > 0, 322 - 0/ 333 > 0 

3i 1 3l 2 3i 1 3 1 3 322 32 3 

32 1 32 2 

|
V
 

o
 

33 1 3 3 3 

1 V
 o
 

3 32* 33 3 
> 0 

011 3l 2 3 1 3 

$2 1 $2 2 32 3 |
V
 

o
 

•
 

3 3 1 3s2 3 3 3 

Failure of any of these tests means that the coefficients do 

not represent physical reality, in which case an appropriate 

message is printed describing the problem. 
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npoa completion of this test the program writes out the 

new parameters on a disk file which may serve as input for 

future jobs. If the job is in the final cycle these parame-

. ters are also punched on cards at the user's request. 

Evaluation 

Since this program was first developed it has been used 

successfully in the refinement of several structures. The 

new block-diagonal (B-D) method has proven to be a simplified 

and effective means of decreasing the cost of solving 

intermediate size structures (20-50 atoms) and making pos­

sible the refinement of larger structures (90 atoms or more). 

In order to compare the computational efficiency and rate of 

convergence of the B-D method with full-matrix refinement, 

several structures were refined by both methods. The compu­

tational advantage of the B-D method is due to the decreased 

number of matrix elements which must be calculated and stored 

within the computer and the subsequent decrease in the number 

of calculations involving the matrix, i.e., inverting the 

matrix and solving for parameter shifts. For the full-matrix 

the number of elements is given by n(n+1)/2, where n is the 

number of variables, and for the B-D matrix it is 15i + 55a, 

where i is the number of isotropically refined atoms and a is 

the number of anisotropica11y refined atoms. A comparison of 

the two methods is provided in Table 29. 
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Table 29. Coapacisoa of matrix size for full and block-diag-

onal matrices 

Number of 
atoms 

10 
20 
30 
50 
90 

Number of matrix elements 
Isotropic 

Full Block 
861 150 
3331 300 
7381 450 
20301 750 
65341 1350 

Anisotropic 
Full Block 
4186 550 
16471 1100 
36856 1650 
101926 2750 
329266 4950 

In order to determine how much computation time is saved 

by using the B-D method, a series of test runs was made using 

all 54 nonhydrogen atoms in 2Ni(C8H902N2) 2 *21120. By includ­

ing all 54 atoms in every run the number of structure factor 

and derivative calculations remained constant and the changes 

in execution time were entirely due to changes in the number 

of matrix operations. Buns were made using both methods on 

identical sets of 10, 30, 50, 100, 200 and 300 variables and 

the execution times are plotted in Figure 10 as a function of 

the number of variables. From this plot it can be seen that 

the two methods are comparable for less than 50 variables but 

the B-D method is considerably faster for anything over 100 

variables which is equivalent to 11 anisotropic atoms. 

Because of the neglect of interatomic correlation, B-D 

methods converge more slowly than full-matrix refinement so 

more cycles are required. If significantly more cycles are 

required, then the total time spent in refining the structure 



www.manaraa.com

Figure 10. Execution time vs. number of variables for full 

and B-D matrix refinement. In each run one 

cycle of refinement was performed. All 54 non-

hydrogen atoms in 2Ni (C8H9O2S2) 2 •2H2O were 

included and 5957 reflections were used. The 

calculations were done on a CDC 7600/6600 com­

puter system. 
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by a B-D method could become greater than that for the full-

matrix. To test this aspect of the program, parallel refine­

ments were carried out on the H (CO) (CSCg H^) (C5H5) (PtCgHsja) 

structure. All 35 nonhydrogea atoms were located before 

refinement began and the progress of the refinement was fol­

lowed by comparing the conventional residual indices as shown 

in Table 30. From this table it can be seen that the B-D 

approximation worked as well as the full-matrix until thermal 

parameters were varied and even then only three cycles of B-D 

refinement were required for each two cycles of full-matrix 

refinement. 

The combined effect of using a smaller portion of the 

computer system's memory and occupying that memory for a 

shorter period of time makes the B-D method highly economi­

cal, However, there are also potential disadvantages. &s 

mentioned above, the neglect of correlation among interatomic 

terms can cause very slow convergence in the final cycles of 

refinement and can often cause the refinement to level off 

before the best solution is reached. For example, when the 

B-D method was tested on the a-calcium formate structure the 

S factor converged very slowly from 11.5 to 9.5 but in a 

single cycle of full-matrix refinement the E factor went from 

9.5 to 6.2. In general, to obtain the best possible struc­

ture a final cycle of full-matrix refinement should be exe­

cuted where feasible. (The final cycle of full-matrix 
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C able 30. Conparison of refinement by full-matrix and 
block-diagonal matrix techniques 

E5 esalts are for the compound wt^OlCSCgHg) (C5H5) (P(C6H5) 3) . 

Aà IL 35 atoms were located before refinement began. Cycle #0 

L s the initial structure. Parameters refined in each cycle 

m«ce: 1-scale factor and H position; 2,3 and U-scale factor 

a.id all positions; 5,6 and 7-scale factor, positions and iso 

t.jopic thermal parameters; 8,9-scale factor, positions and 

anisotropic thermal parameters. 

Cycle R factor 

* Block Full 

0 20.3 20.3 

1 12.7 12.7 

2 11.3 11. 3 

3 11.1 11. 1 

4 11.1 11. 1 

5 9.9 8.3 

6 8.5 8.2 

7 8.2 8.2 

8 7.2 7.1 

9 7. 1 7.0 
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refinement is also required in order to create a data set for 

the program OBFFE in which distances and angles and their 

estimated standard deviations are calculated.) 

The reuse of the least-sguares matrix on successive 

cycles has also proven to be a successful method for decreas­

ing computation time when using the full-matrix. In each 

cycle after the first, time is saved by not recalculating the 

matrix elements and by not inverting the matrix. If the user 

wishes to recalculate the matrix in each cycle, this option 

must be overridden by setting a control variable on input; 

however, this has never been found to be necessary. 

Another advantage of this program is the dynamic alloca­

tion of memory for the array containing the matrix elements. 

Standard FOFTPAN requires fixed dimensions for all arrays. 

In the case of the least-sguares matrix, if the array is 

given too small a dimension then large structures will not 

fit the program. On the other hand, if the array is given a 

very large dimension then a large amount of core memory is 

allocated to the program which would cause unnecessarily high 

cost and slow turn-around time for small structures. The 

solution to this in the past has been to compile several ver­

sions of the same program to handle structures of various 

sizes. ALLS, however, uses the GTMAIN subroutine available 

at the ISO Computation Center and allocates exactly the 

amount of memory required for the array as the program exe-
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cotes. Thus only one program is required to handle any size 

problem. {The inclusion of full-matrix, B-D matrix and sec­

ondary extinction refinement in one program, plus the use of 

dynamic memory allocation, enables ALLS to replace twelve 

programs which were formerly used for refinement.) 

In conclusion, a new block-diagonal matrix approximation 

has been shown to be a valid and efficient method of crystal-

lographic refinement and has been included in a highly gener­

alized least-squares refinement program. Reuse of the 

least-squares matrix, optional truncation of the data set, 

and dynamic memory allocation are other major features of 

this program which make it more efficient and more generally 

applicable than other refinement programs. 
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APPENDIX A: STATISTICAL INTERPRETATION OF INTENSITY DATA 

Introduction 

One of the major efforts in this group in recent years 

has been toward the development of a highly efficient routine 

for the collection and refinement of x-ray single crystal 

diffraction data. Refinement of the data begins with inter­

pretation of the intensity data and several statistical tests 

have been derived which are often helpful in the preliminary 

interpretation. Two of these are the Howells, Phillips and 

Rogers (HPR) testes and the Wilson plot. 

The HPR test is based on the effect of symmetry on the 

distribution of intensities. Centric structures are charac­

terized by considerable fractions of both faint and acciden­

tally absent reflections and also conspicuously strong 

reflections. Acentric structures, on the other hand, are 

noteworthy for the "sameness" of their intensities. Expres­

sions have been derived for the distribution of intensities 

in each type of symmetry and by comparison of these theoreti­

cal distributions with that observed for an experimental 

crystal one can obtain some evidence as to the presence or 

absence of a center of symmetry in the crystal structure. 

This is especially helpful when such a distinction cannot be 

made on the basis of observed extinction conditions. 

The Wilson plot is a convenient method for obtaining a 
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good estimate of the scale factor required to place the 

observed structure factors oa an absolute scale. It is based 

on the fact that the average intensity depends only on what 

is in the cell and not where it is. 

Mathematical Background 

Howells» Phillips and Sogers test The most general 

definition of the structure factor is 

F(&) = Zf.exp(2?iË*r.) (â1) 
i ̂  1 

where f. is the atomic scattering factor of the atom located 
X 

at r^. If the atoms are placed at random locations then the 

structure factor is a sum of random vectors and may be 

treated as an example of a random walk problem. Any symmetry 

in the cell will impose some constraints oa the individual 

atomic contributions and thus upon the whole reciprocal lat­

tice. In particular, if a center of symmetry is present the 

vectors will pair off such that their resultant is real and 

so is F (il). 

F(ii) = 2Zf.cos(2n2*r.) (A2) 
i ̂  1 

This may be treated as a one-dimensional random walk 

along the real axis and expressions have been published by 

several workers for the probability of finding any value of 

|Fj. Wilson®* derived the expression most commonly used, 

^-^P(F)aF = {2/ttS) »/2exp(-F2/2S)dF (A3) 
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which can be re-expressed in terms of the intensity as 

^jP(I)dI= (27rSI)-t'2exp(-I/2S)dI. (A4) 

In these equations S is defined by S = and it can be 

shown by Equation (A4) that S = <I>. 

In the absence of symmetry, F(Ë), defined by Equation 

(A1), is complex and may be treated as a two-dimensional ran­

dom walk problem in the complex plane. Both the real and 

imaginary components conform to Equation (43) but, so long as 

they are uncorrelated, they combine to give 

(^)P(P)dP = (21P1/S)exp(-F2/S) dF (AS) 

and 

^^P(I)dI = S-iexp(-I/S)dI (A6) 

If each intensity is expressed in terms of its local average, 

z = I/<I>, we can re-express Equations (A6) and (A4) as 

(^)P(z) = exp(-z) (A7) 

^-jP(z) = (2?z)-i'2exp(-z/2) (A8) 

Early attempts to use the P(z) frequency plots for dis­

tinguishing the two distributions showed them to be unduly 

susceptible to small sample errors. The cumulative 

distributions 

N (2) = /P (2) dz 
0 

have Loen found to be preferable. These are 

= 1 -exp(-z) 

and ^_^N(z) = erf(z/2)i'2. 
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Wilson Plot Foc a, unit cell with n atoms it has been 

shown that the theoretical average intensity is given by, 

<I> = (A9) 

i.e., the average intensity depends only on what is in the 

cell and not where it is. 

Ideally, the scaling factor required to place the 

observed intensities on an absolute scale would be the ratio 

of <I , > to <I , >. However, the f.'s are functions of 
abs obs 1 

sin9/X so the problem is not so simple. Furthermore, in real 

atoms the f's required are those which include thermal 

motion, i.e. 

<I > = Zf.2exp(-2Bsin28/x2) (A 10) 
âOS X 

where the 3 must also be determined. If B is assumed to be 

the same for all atoms then the exponential term can be fac­

tored out 

<I^g> = exp(-2Bsin2e/x2)Sf^2 . (AH) 

Now if 

<:obs> = c<:abs> (112) 

<Iobs> = Cexp(-2Bsin2e/X2)zf^2 (A13) 

<Iobs^^^^i^ = Cexp(-2Bsin2e/X2) (A14) 

and taking the logarithms of both sides, 

ln(<I^bs^'^^^i^^ = InC - 2Bsin2e/x2 . (A15) 

If the left side of Equation (415) is plotted against 

sin2e/X2 then a straight line should be obtained with a slope 
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of -2B and the scale factor required to place the observed 

structure factors on an aosolute scale is 

k = c-1'2 

where 

I^absl ~ kJFobsl» 

In practice the method used is to divide the data into 

concentric shells of sin9/X such that the f*s can be consid­

ered constant within each shell. The average intensity in 

each shell is then calculated as is the left side of 

Equation (A15) . 

Program Description 

The Wilson plot and the HPR test have both been pro­

grammed as integral parts of the data collection algorithm 

used in this Laboratory. The programming language used is a 

subset of PL/1, ALECS,57 developed in this Laboratory. 

The sums required to calculate the local average inten­

sities are accumulated as the data are collected. All data 

with sin^Q/\^ in the range 0,00497 to 0,29092 are divided 

into seven shells in equal increments of sin^e/X^. Reflec­

tions falling outside these limits and those with negative 

net intensities are not included. Within each shell a summa­

tion over all the intensities is accumulated and each sum is 

stored in one element of the array ATI(I). The array M(I) 

stores the number of reflections in each shell. 
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Since the individual intensities are required later, the 

reflection data are also stored on disk. Because of the lim­

ited amount of disk space available in the minicomputer, the 

data are stored in compressed form by packing h, k and 1 into 

a single word. Since a floating point number is stored as 

two words and an integer as one word, the structure factor is 

scaled up by 100 and stored as an integer. A third word is 

also stored which contains a digit between 1 and 7 corres­

ponding to the shell in which the reflection is located. The 

data set is limited to 4000 reflections and when the availa­

ble space is filled the program sets a flag so that no more 

reflections will be stored. 

Upon completion of data collection the intensity summa­

tions and number of reflections in each shell are passed into 

subroutine HPE1. HPHI asks if an HPP plot is desired and if 

so how many octants should be used. The number of octants 

required for a unique set of data should be entered. The 

program detects a change in octants by a change in the signs 

of the indices and stops when the appropriate number of 

octants has been used. The average intensity, <I>^, in each 

shell is then calculated and the distribution of intensities 

in each shell is determined. The array AN(I,J) is a 9x7 

matrix used to accumulate the intensities as follows: 

A reflection is read in and determined to belong in 

shell X. The quantity z = is calculated where I is 
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the individual intensity and <I>^ is the average intensity of 

all the reflections in shell X. If n(X) is the number of 

reflections in shell X, then the quantity 1/8(X) is added to 

each AN (Y»X) for which z < Y/10, 

after all the reflections have been read in and the dis­

tributions in each shell have been accumulated, these distri­

butions are added together to get a total distribution 

D(I) = ZAN (I,K) *H(K) 
K 

and D(I) is then the cumulative distribution of intensities. 

Each term in this array is then compared to the theoretical 

values for centric symmetry, shown in Table 31, and if seven 

out of the nine values are greater than or equal to the 

theoretical centric values then the prediction of centric 

symmetry is made; otherwise, the program predicts acentric 

symmetry. 

The program then prints a graph of N(z) vs. z showing 

the theoretical centric curve as +'s, the acentric curve as 

•'s and the observed curve as O's, If an observed value 

exactly matches a theoretical value then only the 0 is 

printed. Figures 11 and 12 show sample output for centric 

and acentric structures, respectively. 

After printing the graph the program asks if a Wilson 

plot is to be calculated. If so, then the program asks for 

the number of different elements in the crystal. For each 

element the program requests the atomic number and number of 
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Table 31. Theoretical cumulative intensity distributions, 

N(z), for centric and acentric symmetry 

2 Centric Acentric 

0. 1 0.2486 0.0952 

0.2 0.3450 0.1813 

0.3 0.4157 0.2592 

0,4 0.4736 0.3297 

0.5 0.5205 0.3935 

0.6 0.5616 0.4519 

«
 
o
 0.5967 0.5034 

00 o
 0.6289 0.5507 

0.9 0.6572 0.5934 
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TYPE Y FOE HPF PLOT?Y 
NOHBER OF OCTANTS TO BE READ.?2 

ALICE SAYS THE ONIT CELL IS 

WILSOH PATIO= .61285 

CEMTPIC 

PLOT OF N (Z) VALUES VERSUS Z 
0 = CALCULATED VALUE 
+ = CENTRIC VALUE 
* = ACENTRIC VALUE 

1.00 

. 8 0  

60 

40 

20 

0 .00  
0. 00 

0 
• 

0 
+ 

0 

* 

0 

* 

0 
* 

10 . 20 . 30 .40 . 50 .60 .70 .80 . 90 1.00 

Figure 11. Sample output from HPF plot for a data set 
displaying centric symmetry 
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TYPE Y FOP HPB PLOT?Y 
BOMBER OF OCTANTS TO BE READ.?2 

ALICE SAYS THE UNIT CELL IS ACENTRIC 

WILSON RATIO= .72311 

PLOT OF N (Z) VALUES VERSUS Z 
0 = CALCULATED VALUE 
+ = CENTRIC VALUE 
» = ACENTRIC VALUE 

1.00 

. 80  

• 

0 

+ 

0 

+ 

0 
* 

+ 

0 
* 

0 

0 
* 

0 

* 

0 
* 

I 
0 .00  

0. 00 .10 . 20 .30 .40 .50 . 60 .70 .80 . 90 1.00 

Figure 12. Sample output from HPR plot for a data set 
displaying acentric symmetry 
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atoms per unit cell. For each of the seven groups of reflec­

tions the left side of Equation (A15) is calculated as 

ln(<I>./2N.Z.f.) 
] i 1 1 ] 

where <I>. is the average intensity in the shell, H is 
] 1 

the number of atoms of element i, 2^ is the atomic number of 

element i, and f^ is a unit scattering factor at an angle 

corresponding to the shell of reflections. These f^'s 

were obtained by taking the scattering factor for oxygen at 

the sin6/X values corresponding to the upper limits of the j 

shells and dividing by eight, the atomic number of oxygen. 

The scattering factor for any element is then approximated by 

multiplying these f^'s by the atomic number of the element. 

This approximation is made to reduce the space which would be 

required to store individual scattering factors for all the 

elements. The seven points are then plotted against 

sin26/X2, again using the value at the upper limit of each 

shell, and the line of best fit is then determined by least-

squares techniques. The temperature factor is determined 

from the slope of this line and the scale factor from the 

intercept and all of these numbers are printed. The output 

is completed with a graph showing the calculated points and 

the least-squares line, & sample of the input and output for 

the Wilson plot is shown in Figure 13, 
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WILSON PLOT? Y OB N?Y 
NUHBEB OF DIFFERENT ELEHEHTS76 
FOR EACH ELEHENT GIVE: ATOMIC *,* 

1?35?4 
2?17?8 
3?16?4 
4?15?4 
5? 8? 8 
6?6?52 

OF ATOMS/CELL 

SLOPE= -0.6918780E01 TEMPERATURE FACTOB= 
INTERCEPT: 0.5080674E00 SCALE FACTOR: 

0.3459390E01 
0.7756656E00 

WILSON PLOT 
. 19 

-.15 

-.49 

-.83 

- 1 .  1 8  

* 

• 

+ 
» 

+ 

* 

* 

+ 

•1.52 
.005 .0458 .0866 .1275 .1683 .2092 .2500 .2909 .3317 

Figure 13. Sample listing of the input and output for the 
Wilson plot obtained using the leptophos data 
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Evaluation 

The advantage of having the HPE and Wilson plots incor­

porated into the data collection procedure is primarily the 

rapid availability of the results. Immediately upon comple­

tion of data collection the user need only enter a single 

command to the computer to obtain the HPS plot and a minimal 

set of parameters to obtain a Wilson plot. This eliminates 

the time and effort, and inevitable mistakes, involved in 

preparing to run the equivalent programs in batch-mode after 

reducing the data at the Computer Center. 

The HPF plot works guite well although some approxima­

tions were necessary to run in real-time mode. Ideally, the 

systematically extinct reflections should not be included in 

this test. However, since it is impossible to know which 

reflections are systematically extinct until data collection 

has progressed far enough to observe the extinctions, the 

program treats all reflections as symmetry allowed. This is 

not a serious problem for relatively low symmetry crystals 

but for centered space groups, where there are many extinct 

reflections, the low intensity reflections would be over­

weighted and the test would give erroneous results. A simi­

lar problem occurs if a crystal diffracts weakly so that 

there are many unobserved reflections, since a large propor­

tion of low intensity reflections is characteristic of cen­

tric symmetry, an HPR test may predict centric symmetry for 
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an acentric cell due to experimental and symmetry effects 

which cause a large number of such low intensities. In gen­

eral, therefore, a prediction of centric symmetry cannot be 

taken as proof of a center of symmetry, but a prediction of 

acentric symmetry is very strong evidence that there is not a 

center of symmetry. The plots shown in Figures 11 and 12 

were obtained from the data for leptophos and diaethoate, 

respectively. In each case the symmetry was correctly 

predicted. 

The Wilson plot has been similarly successful in 

predicting scale factors although the approximation used for 

the scattering factors has been found to introduce a slight 

overestimate of the scale factor and underestimate of the 

temperature factor. Using data from a dimethoate crystal 

this program predicted k = 0.392 and B = 3.96 while a more 

sophisticated program including the exact scattering factors 

yielded k = 0.352 and B = 4.79. à comparison of the 

predicted scale factors with those obtained in the final 

cycle of refinement confirms a slight overestimate; 0.776 vs. 

0.607 for leptophos, 0.391 vs. 0.371 for IPAT, and 0.248 vs. 

0.124 for a-calcium formate. However, since k and B are only 

used as starting parameters to be refined in the 

least-sguares procedure the results from this program are 

quite satisfactory. It should be pointed out that since the 

scale factor in the least-squares procedure is applied to the 



www.manaraa.com

125 

F , «s rather than the F *s, the reciprocal of k is used in 
abs Obs 

the refinement program. 

In conclusion the HPR and Wilson plots have been 

successfully integrated into a data collection algorithm and 

have been found to provide rapid and accurate statistical 

evaluations of the intensity data. 
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APPENDIX B: ZIRCONIDM BEOMIDE HYDRIDES 

Introduction 

Corbett et al. have recently been involved in the devel­

opment of methods to prepare metallic halides, i.e., halide 

salts which are metallike in their electrical conductivity. 

Two of these halides, ZrCl®® and ZrBr,** were chosen for use 

in an investigation of the fundamental properties of poten­

tial hydrogen storage materials.The ZrCl and zrBr react 

reversibly with hydrogen to form the phases ZrClHo.s/ZrClH, 

ZrBrHo.s and ZrBrH which are thermodynamically stable with 

respect to disproportionation into binary halides and 

hydrides. On the basis of the strong Zr-H interactions 

observed, Corbett has concluded that the compounds are 

hydridic or contain phases at least as hydridic as binary 

zirconium hydride. In order to better understand the Zr-H 

interaction it would be very helpful to know the positions of 

the hydrogen atoms in the hydrides and hemihydrides. The 

ZrCl and ZrBr structures have been investigated by x-ray dif­

fraction analysis and both salts were found to be basically 

two-dimensional metals consisting of infinite double metal 

layers separated by double layers of halide. Therefore, a 

neutron diffraction investigation was initiated to locate the 

hydrogen atoms. Because of the negative scattering length 

and high degree of incoherent scattering by hydrogen, the 
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deaterides were also used for these investigations. Samples 

of ZrBrflo.s, ZrBrDj.s and ZrBrD were kindly supplied by 

Strass and Corbett. 

Experimental 

The samples used for data collection consisted of pow­

ders contained in a thin-walled ('vS mil) cylindrical aluminum 

sample holder 1 cm. in diameter and 4 cm. in height. The 

neutron diff: action data were collected at the 5H8 Ames Labo­

ratory Research Eeactor (ÂLBR) on a two-axis diffractometer 

modified*1 for multiple-wavelength diffraction (Xi = lX, X2 " 

2Â). Each data set was collected as follows: 

ZrBrHp,g A series of 5 scans was run from 

29 = 16® to 26 = lOQo in increments of 0.2* 

2 0. The data were averaged and a plot of the 

resulting averaged scan is shown in Figure 14. 

A series of three scans was run over the same 

range on the empty sample holder and the aver­

age of these three scans was subtracted from 

the data to correct for background, 

2rBrD0. 5 A series of 4 scans was run from 

26 = 8° to 26 = 110° in increments of 0.2° 26, 

The data were averaged and a plot of the 

resulting averaged scan is shown in Figure 15, 

Zr^D Two scans were run from 26 = 6® to 
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2q -  110® in increments of 0.1® 20. The data 

were averaged and a plot of the resulting 

averaged scan is shown in Figure 16. 

An additional three scans were made on the empty sample 

holder from 20 = 16® to 20 = 100® in increments of 0.2® 26 

and the data were averaged to produce a background correction 

for the second and third data sets. All of the averaged data 

sets are punched on computer cards for permanent storage. 

Results 

The original intention was to obtain reasonable starting 

models of the structures and then refine the parameters using 

the recently developed multiple-wavelength profile refinement 

algorithm.*! It was first assumed that the ZrBr structure is 

not significantly altered by the addition of deuterium, so 

that the coordinates of Zr and Br are the same as in the non-

deuterated species. Then, assuming that the deuterium occu­

pies the interstitial sites within the Zr-Zr double layer, 

there are 0.5 octahedral and 1.0 tetrahedral sites available 

per ZrBr formula unit. Therefore, a model placing the deu­

terium in all the octahedral sites seemed reasonable for the 

hemideuteride and a model with deuterium occupying all the 

tetrahedral sites was selected for the deuteride. The cell 

constants, atomic coordinates and symmetry information for 

this model are included in Table 32. However, since powder 
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patterns based on these models, calculated with the program 

YCALC, differed significaatly from the observed patteras, 

these models were discarded. A series of models was then 

tested by varying the proportion of deuterium in tetrahedral 

and octahedral sites bat no model could be found to provide a 

match for the observed data. Indeed, no model was close 

enough to the correct structure for the refinement program to 

be used. 

The interpretation of these data was made more difficult 

by lack of resolution and overlap of the two wavelength con­

tributions. After the closing of the ALRR the ZrBrD sample 

was sent to the University of Missouri Reactor and a set of 

higher resolution data was obtained with monochromated neu­

trons (X = 1.103 Â). These data were obtained via a single 

scan from 20 = 3.0® to 26 = 80® and are shown in Figure 17. 

With these data it was possible to index the reflections and 

determine more accurate cell parameters. The lattice con­

stants for the hexagonal cell are a = 3.488 Â and c = 29.298 

I which yields a cell volume about 3% larger than for the 

nondeuterated species. A calculated pattern based on this 

cell matches the positions of the peaks in the neutron and 

x-ray diffraction data except for a difference of 0.2® 26 for 

the 0,0,21 reflection which is weakly observed with x-rays 

but unobserved with neutrons. 

An attempt was made to calculate a Patterson map using 
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estimated individual intensities from these data. However, 

the map yielded no useful information. 

k comparison of the observed x-ray and neutron diffrac­

tion patterns should yield some information. In particular, 

the 012 reflection at 21.49® 20 is observed with x-rays but 

not with neutrons while just the reverse is true for the 013 

reflection at 22.03® 2 0. This would suggest that the deuter­

ium atoms are concentrated along these planes and should pro­

vide a clue to the positions if the indexing is correct. In 

general, the agreement between the calculated and observed 

positions of diffraction peaks for both x-ray and neutron 

data indicates that the indexing is reasonable. 

The failure to obtain a good starting model is strong 

evidence that the 7rBr structure has changed significantly, 

contradicting one of our basic assumptions. Further work on 

the structures of these hydrides should be done with x-ray 

data in order to more precisely determine the positions of 

the Zr and Br atoms, with this information available it 

should be possible to interpret the neutron data and obtain 

the hydrogen positions. 
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Table 32. Parameters used in the trial structures of 

ZrBrDQ.5 and ZrBrD 

space group R-^ 

equivalent positions (0,0,0; 1/3,2/3,2/3; 2/3,1/3,1/3)+ 

0,0 ,z ,  0 ,0 , -2  

unit cell parameters a = 3.5031 i 

c = 28.071 Â 

atomic positions Zr o
 

o
 

0. 0 0.2902 

Br 0.0 0. 0 0.3917 

octahedral D o
 

•
 
o
 

0. 0 0. 5000 

tetrahedral D 

o
 

o
 0. 0 0.1390 
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Figure 14. Neutron diffraction pattern of ZrBrHo.5 obtained from the multiple 

wavelength diffractometer at ALBB 
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Figure 15. Neutron diffraction pattern of ZrBrDq.g obtained from the multiple 

wavelength diffractometer at ALRR 
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Figure 16. Neutron diffraction pattern of ZrBrD obtained from the multiple 

wavelength diffractometer at ALBB 
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Figure 17. Neutcoa diffraction pattern of ZrBrD obtained from the single wavelength 

difftactoi'eter at the University of Missouri 
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