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INTRODUCTION TO ORGANOPHOSPHORUS INSECTICIDES
Acetylcholinesterase (AChE), onme of the hydrolytic
enzynes for acetylcholine, is the target of organophosphorus
esters, including insecticides and nerve gases. The inhibi-
tion of the enzyme disturbs the normal operation of the ner-
vous system, finally resulting in the death of the subject.
The neuron consists of an elongated axon and short branched

dendrites., The axon ending connects with another neuron
through a synapse, or with a muscular fiber through the neu-
romuscilar junction. The nerve membrane covering the axon
has a selective permeability to ions and normally the potas-
sium ion concentration is higher inside the axon thaa out,
while the reverse is true for sodium ions. Owing to the con-
centration gradients of these ions, the resting nerve men-
brane is polarized at the equilibrium potential.

About every micrometer along the axon there are clusters
of tiny vesicles each containing oa the order of 10,000
molecules of acetylcholine. On the opposite side of the
synaptic cleft (200 to 300 % in interneuron synapses and 500
to 600 & in neuromuscular junctions) are the acetylcholine
receptors., An impulse arriving at the presynaptic membrane
induces several hundred svnaptic vesicles to release acetyl-
choline into the synaptic cleft., The acetylcholine diffuses
rapidly across the cleft and combines with the receptor

molecules where it causes channels to open ia the cell



membrane allowing sodium to entar the cell and potassium to
leave., The resulting electric curreant short-circuits the
norasal potential across the resting cell meambrane. This
depolarization produces the excitatory postsynaptic potential
or end-plate potential. When the potential achieves a
threshold, an action poteantial rises rapidly to excite the
neuron or muscle fiber.

Acetylcholine would remain in the synaptic cleft, moving
from one receptor molecule to another and opening additional
channels, if 7t were not for the enzyme acetylcholinesterase
which rapidly hydrolyzes acetylcholine into acetic acid and
cuioline., Most acetylcholinesterase is localized near tke
receptors on the postsynaptic membrane, As long as acetyl-
choline remains in the regiomn of the synaptic cleft, the
original state of the postsynaptic membrane cannot be
reestablished., Therefore, the inhibition of AChE leads to a
disturbance of the nervous function which leads to severe and
often lethal damage in the organisn.

The inhibition of AChE by organophosphate esters is.
based on phosphorylation of an active enzyme site which is
then unable to bind the natural substrate, i.e.

(RO) ,POX + EH —> (RO) 2POE + HX
where X is the "leaving group" on the ester and EBH is the
uninhibited AChE. Unlike the acetylated AChE, which is

unstable and hydrolyzed very rapidly, the phosphorylated



enzyse is very stable and its generation lowers the concen-
tration of AChE available for binding acetylcholine. With a
sufficiently high insecticide concentration (v10-6 to 10—9H),
the nonphosphorylated AChE is eventually unable to hydrolyze
the acetylcholine being comnstantly produced during symaptic
transmission.

The phosphorylation is due in part to structural and
chemical similarities between acetylcholine and organophos-
phorus (OP) imsecticides. The phosphate ester binds to the
esteratic site of AChE in place of the acetyl group of ace-
tylcholine., Some portion of the leaving group binds to the
anionic site of AChE in place of the guatermary nitrogen of
acetvlicholine. Determining the relatioashif between struc-
ture and effectiveness of OP iasecticides, therefore,
requires a close examination of structural parameters to
develop models for AChE enzyre surfaces and to determine the

nature of the active sites.



THE CRYSTAL AND MOLECULAR STRUCTURE OF

DINMETHOATE

Introduction

Dimethoate is a highly species specific insecticide with
a toxicity ratio (LDs, mouse/LDs, housefly) of 280 and an
oral LDso for rats of over 600 mgs/kg. It also coatains sev-
eral structural similarities to azinphos-methyl! (LDs, = 16
mgskg) and amidithion? (LD, = 600 mgskg), which have been
previously studied in this laboratory. For these reasons a
crystal of dimethoate (dimethyl S-(N-methylcarbamoylmethyl)

phosphorodithioate) was selected for three-dimensional

analysis.
Experimental
Ccystal Daia A rectanqular prismatic crystal with

approximate dimensions 0.15 x 0.21 x 0.25 mm was selected and
mounted inside a 0.30 mm thin-walled Lindeman glass capillary
and subsequently attached to a standard goniometer head.

From three preliminary w=oscillation photographs taken on an
automated four-circle x-ray diffractometer at various y and ¢
settings, seven independent reflections were selected and
their coordinates were ianput to an automatic indexiag
algorithm.3

The resulting reduced cell and reduced cell scalars



indicated mcauoclinic symmetry. Observed layer line spacings
vere within experimental error of those predicted for tkis
cell. The least-squares refinement of the lattice coastants*
based on precise 120 measuremeats of 15 strong independent
refiections, using Mo K, radiatiom, A = 0.70954 &, at 27°c,
yielded a = 6.574(2) &, b = 9.354(2) &, ¢ = 9.885¢(2) &, and
g = 107.4 (2)°.

Collection apd Reduction of X-Ray Intensity Data
Data were collected at room temperature on an automzated
four~circle diffractometer designed aad built in this labora-
tory.5 The diffractometer is interfaced to a PDP-15 computer
in a time-sharing mode and is egquipped with a scintillation
counter. Graphite-monochromated Mo K, radiation wvas used for
data collection.

All data (953 reflections) within a 26 sphere of 459
were measured in the hkl and hkl octants using am w-scan data
collection technigque.

As a general check on electronic and crystal stability,
the intensities of three standard reflections were remeasured
every 75 reflections. These standard reflections were not
observed to vary significantly throughout the eantire data
collection period. Examination of the data revealed systen-
atic abhsences for 0kO when k = 2n+1 and a Howells, Phillips
and Rogers test® indicated acentric symmetry; hence the space

group was determined to be Pz .
1



The intemnsity data were corrected for loreatz-polariza-
tion effects. Since 1 = 6.41 cmr—! and minimum and maxiaum
transmission factors differed by less than 5%, no absorption
corrections vwere made. The estimated variance ia each ianten-
sity was calculated by

c.2=C, ¢+ k. C_ + (O.OBCT)z + (0.03CB)2

I T t™B

o kt and CB represent the total count, a countizg

time factor and the background count, respectively; the fac-

where C

tor 0.02 represents am estimate of nonstatistical errors.

The estimated stamdard deviations in the structure factors
were calculated by the finite-difference method.? Equivalent
zone data wvere averaged and 737 reflections for which Po >

30 (F) were retained for structural refinenent.

Solution and Refinemeat

The position of one sulfur atom was obtained by analysis
of a sharpened three-dimeansioral Patterson function. The
remaining atoms were found by successive structure factor?®
and electron density map® calculations. These atomic posi-
tions were subsequently refined by a full-matrix least-
squares procedure® minimizing the function zm(lfol-lrc])z
where y = 1/0F2, to a conventionmal residual index of é =
ZIIFOJ-]Fcli/ZQFol = 0.069. At this stage all 12 nonhydrogen
atoms had been refined with anisotropic thermal parameters.

The scattering factors used were those of Hamson et 3l.,19°




nodified for the real and imaginary parts of amomalous dis-
persion.!t The scattering factor for hydrogea was that of
Stevart et al.t2

The hydrogen positions were thean calculated using bond
lengths of 1.0 &. The isotropic hydrogen temperature factors
vere set equal to 4.0 X2, Further refinement cycles without
varying the hydrogen parameters did not significantly alter
any atomic parameters and the residual index coaverged to
R = 0,068,

The final positional and thermal parameters are listed
in Tables 1 and 2, respectively. Standard deviations wvere
calculated from the ianverse matrix of the final least-squares

cycle. Bond distances and angles!3 are listed in Table 3.

Description and Discussion

A viev of the dimethoate molecule depicting 50% proba-
bility ellipsoidst#4 is provided in Figure 1, and a stereo-
graphic view of the unit cell is provided in Figure 2. As
was found for all previously studied organophosphorus insec-
ticides, the geometry around the phosphorus can be described
as a distorted tetrahedron and within experimental error is
identical to that fouand for amidithion. The angles including
the doubly bonded sulfur and the methoxy oxygens are about 9°

greater than the tetrahedral angle while the 01-P-02 angle

is 94,79,




Table 1.

atomic positional parameters! for dimethoate

Aton X Y z
s1 0.3636(7) 2 0.1397 {0j 0.1037(5)
s2 -0.0399 (4) 0.2210(7) 0.2089(3)
P 0.2804 (5) 0.2508(7) 0.2384(3)
01 0.402 (1) 0.229(1) 0.3996(7)
02 0.323(1) 0.519(1) 0.2406(9)
03 -0.041(2) 0.145(1) 0.510 (1)
N 0.065 (2) 0.366(1) 0.593 (1)
c1 0. 444 (2) 0.085(2) 0.458 (2)
c2 0.250 (3) 0.504(2) 0.114 (2)
c3 -0.087 (2) 0.339(1) 0.344 (1)
c4 -0.015(2) 0.273(1 0.491 (1)
c5 0.133(3) 0.321(2) 0.743(2)
NH 0.0837 0.4685 0.5678
C3H1 0.017 0.423 0.350
C3R2 0.767 0.380 0.333
C1H1 0.3082 0.0442 0.4704

C 182 0.5558 0.0871 0.5508
c183 0.4898 0.0223 0.3901
C2H1 0.3129 0.6027 0.1344
C2H2 0.0919 0.5106 0.0847
C2H3 0.2983 0.4594 0.0376
C5H1 0.0047 0.3109 0.7770
C5H2 0.2329 0.3923 0.8024
C5H3 0.2067 0.2254 0.7516

1Positional parameters are given in fractional uanit cell
coordinates.,

2In this and succeeding tables, estimated standard devi-
ations are given in parentheses for the least significant
figures. Since hydrogen parameters were not refined, no
standard deviations are given.



Table 2. Final atomic thermal parameters! for dimethoate

Atom Bi11 B22 Bss Bi2 Bis B23s

St 485(15) 275(9) 228(7) 62(10) 140 (8) =50 (6)
s2 286(9) 151(5) 156(4)  -14(6) 41(5)  -36(4)
4 280 {3) 168 (6) 131 (%) 7(6) 45 (4) =7(4)
01 358 (24) 187 (14) 140 (10) 10(19) 15(12) 27(12)
02 435(30) 161(14) 155(12) =-6u4(16) 47 (15) 22(11)
03 518(36) 91(13) 201(14) =-6(16) 93(17) 4011
N1 557®1)  79(13) 145(14) 6(19) 58(19) 11(12)
c1 452(56) 218(28) 323(36) 61(31) 59(35) 148(28)
c2 728(67) 162(23) 180(22) -55(35) 34 (31) 78 (19)
c3 328 (36) 96 (13) 155(15) 25 (20) 96 (19) -16(14)
cu 407 (38) 81(16) 146(16) 0¢20) 104 (20) 26 (14)
C5 1225 ¢109) 143 (23) 162(21) 21(40) 17(38). 4 (20)

!Tn this and succeeding tables the Bij's are x104 and

are defined by exp[-(8,;h2 + g,,k2 + g,;12 + 2g,,hk + 28, ;h1
+ 28,3kl) Jo The hydrogen atoms were included with fixed iso-
tropic thermal parameters BH = 4,0.
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Table 3. Bond distances (&) and angles (%) for dimethoate
Distances
F-S1 1.895(5) S2-C3 1.83(1)
p-S2 2.056 (4) c3-ct 1.52(2)
P01 1.568(8) C4-03 1.23(1)
pP-02 1.597(9) C4-N 1.32(1)
01-C1 1. 46 (2) N-C5 1.47(2)
02-C2 1. 44(2)
Angles
S1-p-01 1184 4 (%) p-02-C2 121.6({8}
S 1-P-02 117.6(4) p-S2-C3 101.9 (4)
S1-P-S2 109.0(2) $2-C3-Cl 112.4(9)
01-P-02 94,7(5) C3-C4-03 122(1)
01-pP=-S2 108.4(4) C3=-C4-N 114 (1)
02-P-52 107.6 (4) Cl-N-C5 121(1)
P-01-C1 120.3(9) 03-Cli-N 125 (1)




Figure 1.

03
(-0.368)

vViev of the dimethoate molecule vith methyl and ethyl hydrogeans omitted.

Charge densities are from CNDO/2 molecular orbital calculations and
ellipsoids are at 50% probability level.

tt
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CNDO/2 molecular orbital calculations!S were carried out
to compute approxinaté values for the charge demsity distri-
bution in dimethoate; the results are shown in Figure 1. The
AChE model of Krupkal® requires two regions of a net § (¢+)
charge to bind to the reactive site of AChE., Chothia and
Pauling!? reported that when acetylcholime is in a proper
configuration to react with bovine erythrocyte AChE, the
nitrogen to carbomyl carbon distance is about 4.7 X. Hol-
lingvorth et al.,!8® howvwever, concluded that the corresponding
distance in fly head AChE may be as much as 1 & longer than
in the mamralian enzyme. O'Brient!? has reported a range of
4.5~5.9 & for insect AChE. With these distances in mind the
notable centers of positive charge in dimethoate are on atoas
C4, H and C5 which are respectively 3.60, 4.35 and 5.40 }
from the phosphorus. The relatively small charge on C5 makes
it an unlikely site for binding., The PC4 distance is signif-
icantly shorter and the P-H distance longer than the corres-
ponding distances in aamidithion2 (3.91 and 4.24 §, respec-
tively). By coatrast, the primary positive center separation
distance in azinphos-methyl! is 4.83 &. The site separatioa
for dimethoate would appear to be too short for efficieant
binding to the enzyme. On the basis of solid state configu-
rations one would expect the toxicity of dimethoate in mamma-
lian systems to be similar to that of amidithion and auch

less than that of azianphos~methyl. A comparison of acute
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oral LDg,'s for rats confirms this trend: over 600 agrskg for
dimethoate,29 600-660 for amidithion? and 15 for azinphos-
@ethyl.l? Hovever, this distance argument would also suggest
that dimethoate would be significantly less effective in
insect systems unless «nzyme interactions with C5 are greater
than ve have assumed. It is generally accepted that the oxi-
dized phosphate form is responsible for enzyme inhibition.
Such oxidation, however, would most likely enhance the charge
on the phosphorus and cause only minor perturbations oa the

- rest of the molecular configuration.

An exasination of imtramolecular ianteractions indicates
that the in vivo configuration could be guite different from
the solid state coafiguration. By allowvwing free rotatiozn
about the S2-C3 bond tke positive center separations could be
increased to apprcximately 4.5 8§ for P-C4 and 5.4 & fos P-H.
In dimethoate, as in amidithion, delocalization effects cause
the C3, C4, 03, N and C5 atoas to be nearly coplanar, the
greatest deviation from the least-syuares plane defined by
these five atoms being 0.02 %, However, in the solid state
configuration the angle between the normal to this plane and
the P=S bond 1s 50.47°, 1In a series of 0OP's studied in this
Laboratory2t—-27 in vhich intramolecular interactions tend to
restrict the range of possible molecular configuratiomns, the
angle between the P=X (X = S or 0) bord and the normal to the

planar portion of the molecule is usually in the range of
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209-40°, TIf the angle between the P=S bond and the planar
moiety is an important topographical factor in the binding of
the insecticide to the enzyme, then some rotation to modify
this 2=gle and at the same time increase the positive site
separations may be expected. Hence, for dimethoate, the most
favorable configuration for interaction with the enzyme is

most likely not the same as the solid state configuration.
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THE CRYSTAL AND MOLECULAR STRUCTURE OF
ISOPROPYL-O0-METHYL~0- (3,5, 6~ TRICHLORO-

2-PYRIDYL) PHOSPHORAMIDOTHIOATE

Introduction

Fonnel,2! bromophos,22 ronnel oxon23 and crufomate2¢ are
all phenoxy OP's which have been studied in this laboratory.
The study of hegeronuclear ring systems such as fospirate, 25
chlorpyrifos2é and Dowco 21427 was begun in order to note any
conforasational similarities ands/or dissimilarities resulting
from the replacement of one or more ring carbon atoas with
nitrogen. Continuing with the latter series ve carried out a
crystal structure analysis of isopropyl-O-methyl-0-(3,5,6~
trichloro-2-pyridyl) phosphoramidothiocate, hereafter referred
to as IPAT, an amido homolog of Dowco 214, Although this
comapound was never commercially produced it has been shown to

have good insecticidal properties28,

Experimental
Ccystail Data A rectangular prismatic crystal wvith
approximate dimensions 0.40 x 0.44 x 0.30 nm was selected and
aounted on the end of a glass fiber with Elmer's Glue-all and
subsequently attached to a standard goniometer head. Fronm
three preliminary p-oscillation photographs taken on an auto-

mated four-circle x-ray diffractometer at various x and ¢
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settings, 10 independent reflections were selected and their
coordinates were input to an automatic indexing algorithm.3
The resulting reduced cell and reduced cell scalars

indicated triclinic symmetry. Observed layer line spacings
vere within experimental error of those predicted for this
cell. The least-squares refinement of the lattice coanstants*
based on precise $26 measurements of 15 strong independent
reflections, using Mo K, rad-.:iom, A = 0.70954 %, at 27°c,

yielded a = 10.319(5) &, b = 10.730(6) &, c = 8.uu49(4) £,

I

a = 99.01(2)°, B = 114.02{1)° and v = 62.64(1)09°,

Collection and Reduction of X~-Ray Intensity Data

S — s et e s Sttt S s

Data were collected at room temperature on an automated
four-circle diffractometer designed and built in this labora-
tory.S The diffractometer is iaterfaced to a PDP-15 computer
in a time-sharing mode and is equipped with a scintillation
counter. Graphite-monochromated Mo Ky radiation was used for
data collection.

All data (2812 reflections) within a 20 sphere of 50°
vere measured in the hkl, hkl, hkl and hkl octaants using an
w=scan data collection technigue.

As a general check oa electronic and crystal stability,
the intensities of six standard reflections were remeasured
every 75 reflections. These standard reflections were not
observed to vary throughout the entire data collection

period.
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The iatensity data were corrected for Lorentz-polariza-
tion effects ang, since B = 8.17 cn—t, absorption corrections
vere not made; miniaum and maximum transmission factors were
0.735¢0.045, The estimated variance in each intensity vas
calculated by

ch = CT

where Cope kt and Cy represent the total count, a counting

+ k. Cp + (0.03c) 2 + (0.03Cp) 2

time factor and background count, respectively, anrd the fac-
tor 0.03 represents an estimate of nonstatistical errors.

The estimated standard deviations in the structure factors
vere calculated by the finite-difference method.? Egquivalent
zone data were averaged and 2173 reflectio.s for whkich F, >

30(F) were retained for structural refinement.

Solution and kefinement
A Howells, Phillips and Rogers test® indicated centric symme-
try and the space group Pi was assumed. After numerous
unsuccessful attempts to solve this structure using MULTANZ29
and Patterson superposition techniques, the structure was
fipally deternined using a direct method program writtem in
this laboratory3? and utilizing a symbolic addition
approach. 31 Using the 300 reflections with |E} > 1.5, 14
nonhydrogen atoms were located on the resulting E~-map. The

positions of the remaining noahydrogen atoms were determined

by successive structure factor® and electron-density map?
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calculations. These atomic positions were subsequently
refined by a full-matrix least-squares procedure,® minimizing
the fuanctiom Zw(lFol-chl)z shere w = 1/0,2, This refinenent
yielded a conventional residual index of K =
z]}?ol-lrcli/zlPol = 0.074. At this stage all i8 aoahydrogen
atoms had been refined using anisotropic thermal parameters.
The scattering ractors used were those of Hanson et al.,1?
modified for the real and imaginary parts of anomalous dis-
persion.!! The scattering factor for hydrogen was that of
Stevart et al.t2

The aromatic hydrogen position was calculated at 0.95 X
from the corresponding carboa atom {C3] and hydrogens were
placed 1.0 & from N2 and C6 assuming tetrahedral geometry.
Methyl hydrogens were inserted in approximately tetrahedral
positions using the precise positions of the methyl carbons
and the attached atoms., Rach set of metkyl hydrogens was
rotated by 60° about the A-Me bond (A = C or 0) and each
methyl hydrogen was assigned half-occupancy. Aas a result a
®*doughnut® of hydrogems was approximated. The methyl C-H
distances were set equal to 1.0 % and all isotropic hydrogen
temperature factors vere set equal to 4.5 2,

Subsequent anisotropic least-squares refinement without
varying the hydrogem parameters coaverged to R = 0.058.
Since the nonhydrogen atom parameters shifted slightly, all

of the hydrcgen positions wvere recalculated. Further refipe-
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ment cycles did not significantly alter aay atomic parameters
and the residual index did not chauge.

The final positional and thersal parameters are listed
in Tables 4 and 5, respectively. Standard deviations were
calculated from the inverse matrix of the final least-sgquares
cycle. Bond lengths and anglest!3 are listed in Tables 6 and

7, respectively.

Description aad Discussion

A perspective drawing of IPAT depicting 50% probability
211lipsoidst+ is provided in Figure 3. As expected, the pyri-
doxyl group is essentially planar, the greatest deviation
from the least-squares plane defined by the six-membered
ring, the three attached chlorines and 01 being 0.042 & for
01, in good agreement with the results from previous pyridoxy
OP structure determinations.25—-27 The crystal packing may be
regarded as primarily vanm der Waals in pature as all inter-
molecular distances are larger than or on the order of the
sum of the van der Waals radii. Conseguently, the molecular
configuration is not 1likely to be a result of crystal
packing.

As has been found in previous studies of OP insecti-
cides, the 01-C1 distance is significantly shorter than the
02-C9 distance while the P-01 bond is longer than the P-02

bond. This is consistent with the overlap of a P, orbital on



Table 4,

Final atomic positional parameters

Aton x y z
c11 0.6195 (2) 0.3810(1) -0.2675(2)
c12 0.7011(2) 0.7296 (1) 0.2577(2)
c13 0.8302 (2) £.4756 (1) 0.5173(2)
s 0.6139(1} 0.1145 (1) 0.2851(1)
P 0.7517(1) 0.0589 (1) 0.1217(1)
01 0.7342 (4) 0.1831 (3) 0.01644(4)
02 0. 9345 (3) 0.0006 (3) 0.2328(4)
N1 0.7783 (4) 0.3298(3) 0.2421(5)
N2 0.7265(4) -0.0530 (3) -0.0250(4)
c1 0.7311(5) 0.3103 (4) 0.0751(6)
c2 0.6772(5) 0.4134 (4) -0.0493(6)
c3 0.6687(5) 0.5441 (4) 0.0069(6)
cH 0.7155(5) 0.5659 (4) 0.1843(7)
c5 0.7720{5) 0.4553 (4) 0.2977(6)
cé 0.8211(6) -0.1188 (6) -0.1340(6)
c7 0.8732(7) ~0.2758 (6) -0.1354(8)
cs 0.7276 (8) -0.0503 (8) -0.3167(7)
c9 0.0137(6) -0.1259 (5) 0.3419(7)
N 2H1 0.7378 -0.1323 0.0357
C3H1 0.6301 0.6174 -0.0736
C6H1 0.9159 -0.0999 -0.0862
C7H1 0.7871 -0.2952 -0.1356
C7H2 0.8729 -0.3066 -0.0298
C7H3 0.9704 -0.3217 -0.0298
C784 0.9822 -0.3255 -0.1356
C 7H5 0.8964 -0.3141 -0.2415
C 786 0.7989 -0.2990 -0.2415
c8H1 0.7980 -0.0344 -0.3565
C8H2 0. 7284 0.0427 -0.3152
c8H3 0.6376 0.0416 -0.3152
C8HY 0.6162 -0.0365 -0.3565
C8HS 0.6856 -0.1136 -0.3978
C8H6 0.7767 -0.1126 -0.3978
C9H1 0.9343 -0.1397 0.3669
C9H2 0.9967 -0.1009 0.4533
C9H3 1.0942 -0.1161 0.4533
C9HY 1.1293 -0.1700 0.3669
C9HS 1.0669 -0.2087 0.2806
C9H6 0.9694 -0.1936 0.2806
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Table S, Final atomic thermal parameterst

Atom Bii B22 Bas Biz Bis B23

c1l1 222 (2) 160 (2) 224 (3) -58(2) 104 (2) 36(2)
c12 255 (3} 99 (1)  384{4) -87(2) 93(3) 4 (2)
c13 281(3)  139(2) 238(3) -110(2) 76 (2) -16(2)
S 145 (2) 114 (1) 178 (2) =59(1) 68 (1) =7(1)
P 125 (2) 86 (1) 151(2) -50(1) 45 (1) 7(1)
01 205(5) 106 (4) 193 (6) -78(4) 82 (4) 8(3)
02 127(4)  116(4)  191(6) =-60{(3) 38 (4) 5(4)
N 165(6) 99 (4) 211 (8) -65(4) 79 {5) 3(4)
N2 154(6)  108(4) 171(6) ~-62(4) 68(5)  -14(4)
c1 138 (6) 92(5) 222(9) ~-50(5) 79 (6) 10 (5)
c2 133(6)  114(5)  222(9) -44(5) 78 (6) 31(5)
c3 146 (7) 98(5)  284(1)  -43(5) 90 (7) 45 (6)
cu 145 (7) 84 (5)  302(12) -44(5) 82 (7) 11(6)
cs 155(7) 108(5) 243(10) =63(5) 76 (7) -1(6)
(of 3 188 (8) 187 (7) 225(10) =121(7) 114 (8) =-72(7)
c7 282(¢11) 204(9)  367(16) -111(8)  191¢11) =-127(10)
Cc8 347(15) 34014y 197(11) =-207(12) 122(11) ~30(10)
c9 173(8)  115(6)  237(10) -44(6) 33(7) 30 (6)

1The hydrogen atoms were included with fixed isotropic

thermal parameters BH = 4,5,
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Table 6. Boand distances (&) for IPAT

p-5 1.923 (1)
P-01 1.628 (3)
P-02 1.578 (3)
P-N2 1.613(3)
02-C9 1.454 (5)
¥2-C6 1.481(5)
C6-C7 1.514 (7)
C6-C8 1.532 (8)
01-c1 1.372(5)
c1-c2 1.399(5)
c2-c3 1.383(6)
c3-cu 1.393(6)
C4=-C5 1.390 (6)
C5-N1 1.336 (5)
N1-C1 1.309 (5)
c2-cl11 1.724 (5)
C4-Cl12 1.728 (4)

c5-C13 1.714 (5)
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Table 7. Bond angles (9)

S-p-01 116. 4(1) C3-Cu4-C5S ) 119.0 (4)
S-p-02 117.3 (1) C4-C5-N1 122.2(4)
S-P-N2 113.2(1) C5-N1-C1 118. 7 (4)
01-P-02 97.6(1) Cl1-C2-C1 121.5(3)
0 1-P-N2 102.9(2) Cl1-C2-C3 1204 3(3)
02-P-N2 107.4(2) Ci2-Cc4-C3 119.3¢3)
P-02-C9 119,.0(3) Cl2-C4-C5 121. 8 (4)
P-N2-Cb 124.9(3) Cl3-C5-C4 121. 3(3)
P-01-C1 126.9(3) Cl13-C5-N1 1164 4 (3)
01-C1-C2 116.7 (4) N2-C6-C7 109.7 (4)
01-C1-§1 119.8 (3) N2-C6-C8 110. 4 (4)
c1-C2-C3 118.3(4) C7-C6-C8 112. 4(5)
C2-C3-C4 118. 3(4) N1=-C1=-C2 123. 4 (4)
Table 8. Torsional Angles (©°)

P-01-C1-C2 -164,9 5-pP-02-C9 61.2
P-01-Ci-N1 15.6 S-P-N2-C6 -177.0
C1-01-P-S 49,1 01-P-02-C9 -173.7
C1-01-pP-N2 173.5 01~-EB-N2-C6 56. 4
C1-01-P=-02 -76.6




Pigure 3. View of IPAT with partial charge densities obtained from CNDO/2

molecular orbital calculatious. The thermal ellipsoids are dravn at the
50% probability level,
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01 with the ring system leading to a weakening of the P-01
bond, an effect which should enhance phosphorylation.32 1In
addition, the P-01 bond ian IPAT is longer than in ény other
OP studied thus far; this is apparently a result of replacing
an oxygen vith nitrogen in the phosphate group. IPAT, like
the other pyridoxy OP insecticides chlorpyrifos,26¢ fos-
pirate,2S and Dowco 214,27 has a C1-01 bond length about 4o
shorter than the corresponding bond in the phenoxy insecti-
cides; this appears to be a result of the replacement of a
ring carbon by the more electronegative nitrogen. The geome-
try about the phospborus atom is distorted tetrahedral such
that the S=P-X (X= 0 or N) angles are all greater than the
tetrahedral angle of 109.47° while the 0-P-0 and O-P-N angles
are all less than 10909,

The internal ring angles are ideatical to their counter-
parts in the pyridoxy imsecticides. Those angles with nitro-
gen as a terminal atom are greater than 1209 while the other
angles are all less than 120°. The angle between the normal
tc the ring and the P=S vector is 33.49, well-within the
range oi 209-40° observed for most of the OP's studied.

The phosphorus and Cl1 atoms lie on opposite sides of a
plane perpendicular to the riag and containing the 01-C1
bond. The position of the phosphorus is apparently influ-
enced by several intramolecular interactions., The N1-S and

N1-02 distances are 3.45 and 3.14 &, respectively, while the
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suas of the respective van der Haalé radii ate 3.35 and 2.9
%£,33 and the Cl11-C8 distance of 4.2 § is 0.4 } greﬁter than
the =rm of their van der Waals radii. The absence of a
substituent on N1 allows the phosphate group to avoid Cl1.
Due to the w-character of the 01-C1 bond, suggested above,
one would expect the phosphorus atom to lie in the plane of
the aromatic group and indeed it is only 0.4 & away from the
least-sguares plane defimed by the -ing and the four atoas
attached to it., The resultiang N?-C1-01-pP torsional angle of
15.82 {cf. Table 8) is in the range of 10°-30° observed for
the other pyridoxy OP's; the corresponding angle in the
phenoxy OP's is in the range of 50°-809°,

In considering autotoxicosis through inhibition of AChE
by organophosphorus insecticides, it is useful to recall that
the nitrogen to carbomyl-carbon distance in acetylcholine is
estimated at 4.7 & wvhen the molecule is in a proper coafigu-
ration to react with bovine erythrocyte AChE.!? The distance
between anionic and esteratic sites of fly head AChE, how-
ever, may be as much as 1 § longer than in the mammaliaa
enzyme.!8 O'Brien?? has reported a range of 4.5-5.9 & for
the insect AChE. A comparison of some intramolecular dis-
tances with these values should give some insight into the
toxicity/activity of any insecticide. 1In addition to appro-
priate site separations, the two atoms involved must both

have a net §(+) charge to be in agreement with the AChE model
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of Krupka.1s -

CNDO/2 molecular orbital calculationsls_verg carried out
to compute approximate values for the charge density.distri-
bution in IPAT; the results are shown in Figure 3. ﬁxanina-
tion of this figure shows that there are four possible posi-
tive sites that could be involved in enzyme biandings They
ate‘CB, C4, C5 and H?1, and the corresponding distanées froa
t he phosphorus are. reépectively, 5.06, 5.24, 4.35, and 5.89
4. It is interesting to note that these distances are all
greater than the corresponding distances in the other pyri-
doxy OP's., With a charge of only 0.029e, C4 is,piobably not
a major contributor to inhibition. €3 and H1.1ie within the
range of distances appropriate for iansect AChE aﬁd'are
slightly longer than the mammalian distance. Thévcs distance
is too short for insect AChE but could be an'iméoﬁtAnt faéior
in reactions with namnélian AChE, |

An examinatior of intramolecular interactions indicaﬁes
that rotation about the P-01 and 01-C1 bonds could occur in
vivo. Rotation about the P-01 bond would have no effect on
the positive charge center separations but rotati&n about the
01-C1 bond to a P-01-C1-N1 torsional angle of abouat 909,
similar to the solid state coanfiguration of the phenoxy -OP's,
would decrease the P-C3 distance, for example, by about 0.25
3 bringing it into a range suitable for interaction with mam-

malian AChE., Such a rotation would change the position of
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the phosphorus relative to other ring substituents and this

-

could be an important factor due to steric influeﬁces of the

insecticide on the AChE molecule.
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THE CRYSTAL AND MOLECULAR STRUCTUORE OF

LEPTOPHOS

Introduction

Several previously reported crystal structure analyses
have discussed the relationship betvween structure and toxic-
itysactivity of insecticides. The establishment of such a
relationship is of even greater importance when the insecti-
cide is a chiral mclecule. The stereospecificity of AChE
inhibition reactions with asymmetric organophosphorus com-
pounds was first suggested by Michel in 195534 bput very
little work has been done since that time. Since Aaron et
al.,35 first succeeded in demonstrating that the levo-isomer
of the ethylphosphonate analog of demeton-S reacted 10 to 20
times faster with cholinesterases than the dextro-isonmer,
only a fev enantioaers of biologically active organophos-
phorus compounds have been isolated and studied.36¢—39 Inter-
estingly, the results of these studies have shown that the
AChE molecule is highly stereospecific of asymmetric organo-
phosphorus inhibitors, although its natural substrate, ace-
tylcholine, has no asymmetric center.

Recently, Fukuto and Allahyari began a toxicological
study of some chiral insecticides including leptophos*®
{(O-nethyl-O- (4-bromo-2,5~dichlorophenyl) phenylphosphonothio-

ate.) In order to resolve the enantiomers the O-methyl
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phenylpbosphonothioic acid was synthesized according to the

following sequence of reactioas:

IS 1) KOH
<:>FPC1 CHaONa <:>FP(OCH3) reflux <:>»P OH.
2) HaO
OCH 3
1

The acid was purified by recrystallization as the dicyclohex-
yYlanmine salt. After purification, the racemic 1 was treated
with (-)-c-phenylethylamine which, after four recrystalliza4
tions from ethyl aéetate—hexane resulted in the separatioa of

(¢#)- and (-)-1 as the ao-phenylethylammonium salt

S
Q-0 wavesD)

CCH3 CH3

The synthesis of (~)~-leptophos then followed the sequence of

reactions: Cl
? 0K S
_ ccl,
©>_1l> OH + PCls orios @—P -c1 ——51 @—POQ
OCHj OCHa OCH; cC1
(+)-1 (+)~chloridate (=) ~leptophos

Siace the absolute configuratioan around the phosphoras
atom was unknown, they kindly provided us with crystals fot'
structural analysis. These crystals, howvever, were found %o
contain a racemic mixture of the two enantiomers due to a

t endency for the chloridate to racemize. Although the
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reguired configurational information was not available froa
these crystals, the structural analysis was completed to add
to our library of mclecular parameters for imsecticides.

Upon learning of the problea with the first sample,
Allahyari thea supplied crystals of the (-)-a-phenyiethyl-
ammonium salt, Since the absolute configuration around the
asymmetric carbon vas already known,*! the correct configura-
tion around the phosphorus in the salt, and hence in lepto-

phos, could be deduced.

Experimental

Ccystal Data A prismatic crystal with approximate
dimensions 0.16 x 0.22 x 0.30 mm was selected and mounted on
the end of a glass fiber with Elmer's Glue-All and subse-
gquently attached to a standatd goniometer head. From three
preliminary w-oscillation photographs taken on an auatoamated
four-circle x-ray diffractometer at various X and ¢ settiags,
10 independent reflections vere selected and their ccordi-
nates were input to an automatic indexing algorithm.3

The resulting reduced cell and reduced cell scalars
indicated monoclinic symmetry. This was confirmed by taking
oscillation photographs about each axis; only the t-axis dis-
played mirror symmetry. Observed layer line spacings verev
within experimental error of those predicted for this cell.

The least squares refinement of the lattice constants* based
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on the precise $2¢ measurements of 9 strong independent
reflections, using Mo Ko radiatiom, A = 0.70954 &, at 279°C,
yielded a = 12.394(4), b = 7.642(2), c = 16.583(4) &, and g8 =
97.45(6)°. -

Collection apnd Reduction of X-Ray Intensity Data
Data were collected at room temperature on an automated
four-circle diffractometer designed ard built ian this labora-
tory.3 The diffractometer is interfaced to a PDP-15 ainmi-
computer im a time-sharing mode and is equipped with a scin-
tillation counter. Graphite-monochromated Mo Kq radiation
vas used for data cqllection.

All data (6385 reflections) within a 20 sphere of 50°
vere measured in the hkl, bkI, hkl and hkl octants using an
w=Scan data collection technigue.

As a general check on electronic and crystal staﬁility,
the intensities of six staandard reflections were remeasured
every 75 reflections. These standard reflectioans were not
observed to vary throughoat the entire data collection
period.

The intensity data were corrected for Loréntz-polariza-
tion effects and for absorption; minimum and maximum trans-
mission factors vere 0.52 and 0.62 respectively, with ﬁ =
33.80 cm~1., The estimated variance in each intensity was
calcuiated by: |

2 = + kK C + .03C )2 + . 2 . 21/p2
o5 [CT 3 (0 T) (0 03CB) + (0 03CN) ]/;
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where CB' CT and CN represent background, total and net
counts, respectively, kt is a counting time factor and A is a
transmission factor; the factor 0.03 represents an estimate
of noastatistical errors. The estimated deviatioas ia the
structure factors were calculated by the finite difference
method.? Bguivalent data were averaged and 2331 reflections

for which Fo > 3.00(P) vere retained for structural

refinement.

Solution and Refinement

A statistical test of the data® indicated centric symme-
try and the observed extinction conditions 0kO: k=2n+1, and
h0l: h=2n+¢1 deterrined the space group to be le/a' After
conventional Patterson and direct method procedures failed to
vield a solution, the structure was found via the new Patter-
son superposition method of Jacobson and Beckman.*2 This
method located all the nonhydrogen atcms except for those in
the phenyl ring., The remaining atomic positions w¥zre deter-
mined by successive structure factor*3 and electron-density
map® calculations, These atomic positions were subseguently
refined by a block-diagonal least-squares procedure,*3 mih-
imizing the function zm(iFél - chl)Z vhere @ = 1/0F2. This
refinement yielded a conventional residual index of R =
le?ol - chll/ZIFol = 0.059. At this stage all 20 ronhydro-

gen atoms had been refined using anisotropic thermal
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parameters. The scattering factors used vere those of Hanson
et al.,!% modified for the real and imaginary parts of anoma-
lous dispersion.t? The scattering factor for hydrogen was
that of Stewart et al.t2

Positions for the hydrogem atoms were calculated using a
bond distance of 0.95 % for the aromatic hydrogens and 1.00 }
for the methyl hydrogeams., Subsequent full-aatrix refinement,
vithout varying the hydrogea parameters, converged to
R = 0.051.

The final positional and thermal parameters are listed
in Tables 9 ard 10, respectively, Standard deviations vere
calculated from the iaverse matrix of the final least-squares
cycle. Bond distances and angles?!3 are listed in Tables 1j

and 12, respectively.

Description and Discussion

A computer drawing!4 of the leptophos molecule is pro-
vided in PFigure 4 and a stereographic view of the contents of
one unit cell is shown in Pigure S, As expected, the phenoxy
and phenyl groups are both essentially planar, (cf.
Table 13).

As has been found in all the other CP's, the geometry
about the phosphorus cam be described as distorted tetrahe-
dral. All angles of the type S=P=-X (X = C or 0) are greater

than the tetrahedral angle of 109.47° while the other angles




Table 9.

Final atomic positional parameters for leptophos

Atoa x Y z

Br 0.17314 (4) 0.23239(7) 0.40610 (3)
cl1 0.9707 (1) 0.2163 (2) 0.46684 (7)
c12 0.3424 (1) 0.4733 (2) 0.72818 (8)
s 0.3313(1) 0.0127 (2) 0. 79420 (8)
P 0. 18592 (5) 0.0863 (2) 0.80300(7)
01 0.1471(2) 0.2699 (4) 0.7605(2)
02 0.0944 (3) 0.9609 (4) 0.7604 (2)
c1 0.1541(3) 0.2999 (6) 0.6782(3)
c2 0.2400 (3) 0.3974 {6) 0.6558(3)
c3 0.2448(4) 0.4351 (6) 0.5747(3)
cl 0.1638 (4) 0.3776 (6) 0.5157 (3}
c5 0.0752(3) 0.2837 (5) 0.5384{3)
cé 0.0718(3) 0.2456 (6) 0.6201(3)
c7 0.1532(4) 0.1251 (6) 0.9031(3)
c8 0.2166 (4) 0.0499 (6) 0.9706 (3)
c9 0.1866 (5) 0.0691 (7) 0.0469(3)
C10 0.0967(5) 0.1607 (8) 0.0591(3)
c11 0.0343(4) 0.2384 (7) 0.9942(4)
c12 0.0606 (4) 0.2194 (7) 0.9157(3)
c13 0. 1047 (5) 0.7759 (8) 0.7606(4)
C3H 0.3042 0.5001 0.5592
CéH 0.0124 0.1806 0.6356
CS8H 0.2796 0.9851 0.9621
COH 0.2297 0.0172 0.0922

C 108 0.0774 0.1737 0.1124
c11H 0.9713 0.3032 0.0027
c128 0.0175 0.2714 0.8704
C13H1 0.1744 0.7419 0.7401
C13H2 0.1052 0.7305 0.8176

C 1383 0.0420 0.7225 0.7246
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Table 10. Final atoamic thermal parameters! for leptophos

Atom B11 B22 Bss Biz Bis B23
Br 89(0)  200(1) 33(0) -2(0) 13 (0) 11(0)
Cci 77 (1) 216 (3) 40(1) -17(1) -7(1) (1)
ClLz 75(1)  232(3) 43(1)  -20(1) -2(1)  -16(1)
S 65(1)  250(3) 39 (1) 25(1) 9 (1) -2 (1)
P 57(1) 177 (2) 29 (0) 10(1) 4 (0) 0(1)
01 74 (2) 185(6) 30(1) 18(3) 8 (1) 10 (2)
02 74 (3) 190(7) 49 (2) 1(3) -6 (2) -16(3)
c1 63(3) 156 (9) 35(2) 14(%) 7(2) 4(3)
c2 54(3)  162(9) 39(2) 4 (4) 7 (2) -8 (3)
c3 70(3) 153(9) 38(2) -3(4) 11(2) 1(3)
Cc4 68 {3) 143 {8) 33(2) 6 {4) 12 (2) 4(3)
cs 61(3) 137(8) 33(2) 9 (4) 2(2) 3(3)
Ccé6 57 (3) 172 (9) 37(2) 11{4) 5(2) 10 (3)
c? 65 (3) 172¢9) 32(2) -6(4) 8 (2) -1(3)
c8 84(4)  205(10)  32(2) 12(5) 6 (2) 0(3)
c9 118(5) 223(12) 33(2) 3(6) 7 (3) 3(4)
c10 129(5) 207(11) 39(2) -26(6) 26(3) -13(4)
c11 90(4) 211(11)  56(3) -6 (5) 30(3) =-15(5)
c12 74 (4) 226 (11) 45 (2) 12(5) 12 (2) =2(4)
c13 108 (5) 203(12) 61(3) -4(6) 0(3) -13(5)

1The hydrogen atoms were included with fixed isotropic
thermal parameters BH = 4,5,
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Table 11. Bond distances (&) in lepto-
phos
P-S 1.911 (2)
P-01 1.8615(3)
P-02 1.579 (3)
02-C13 1. 420 (6)
p-C7 1.780 (4)
c7-C8 1. 403 (6)
c8-c9 1.369 (7)
Cc9-C10 1.352(8)
C10-C11 1.374 (8)
C11-C12 1.388(7)
C12-C7 1.393(7)
01-c1 1.394 (5)
c1-C2 1.389 (6)
c2-c3 1.382(6)
c3-ct 1.379 (6)
C4=C5 1.403 (6)
C5-C6b 1. 388 (6)
c6-C1 1.373 (6)
cl11-c5 1.716 (4)
cl2-c2 1.727 (4)
Br-Cl 1.878 (4)




Table 12. Interatomic angles (°) in leptophos

S=-P=-02 114.6(1) P-01-C1 121.0 (3)
S-P-01 116.9 (1) 01-C1-C2 119.7 ()
S=p=C7 116.8(1) c1-C2-C3 120.1(4)
01-P-02 100.2(2) C2-C3-C4 120.2(4)
01-p=-C7 99,8 (2) C3-Cu4-C5 119.8(4)
02-p-C7 106.2(2) C4~-C5-C6 119.5(W)
P-02-C13 123.0(3) Cc5-C6-C1 120, 3 (4)
P-C7-C8 120.1(3) C6-C1-C2 120. 1 (4)
c7-Cc8-C9 119.9(5) C1-Cc2-C12 121.0(4)
c8-C39-C10 121.4(5) C3-C2-C12 118.9(3)
C9-C10-C11 119.9(5) C3-C4-Br 118.8(3)
C10-C11=-C12 120.6(5) C5-C4-Br 121. 4 (3)
C1i-C12-C7 119.5(5) C4~-C5-Cl1 121.0(3)
Ci12-C7-C8 118.6(5) C6-C5-C11 119.5(3)
C12-C7-P 121.1(4)
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Table 13, Least-squares planes! and deviations for leptophos

Atom Distance from plane (&)

Plane (I) defined by C1-C6, Br, Cl11, C1l2 amd 01: {-0.51291)X
+ (0.85365)Y + (0.09051)Z = 2.76890

Br 0.0001
C11 0.0355
Cl2 0.0247
01 0.0242
1 -0.0360
c2 -0.0089
C3 0.0037
Cc4 -0.0140
CS -0.0064
Ccé6 -0.0228

Plane (II) defined by C7-C12: (0.53995)X + (0.83200)Y +
{0.12739) 2 = 2.66205

c1 -0.004
c8 0.006
c9 0.002
Cc10 -0.012
ct11 0.014
c12 -0.005

1The planes are defined by aX ¢ bY + ¢2 - & = 0, where
X, Y and Z are coordinates along the Cartesian a, b and c
axes.
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Pigure 4. View of leptophos with partial charge densities obtained from CNDQ/2
molecular orbital calculations, The thermal ellipsoids are drawn at the
50% probability level.
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4y

around the phosphorus are all less than tetrahedral. The
P-01 bond is 0.036 £ longer than the P~02 bond while 01-C1 is
0.026 & shorter than 02-C13. This would be consistent with a
model in wvhich the P, orbital on 01 interacts with the aro-
matic ring systea, thus strengthening the 01-C1 bond and
weakening the 01-P bond. The P-01, P-02 and P=S bonds are
all lornger than the corresponding bonds in other phenoxy
OP's., This is appareatly a result of replacing an oxygea
with a phenyl group on the phosphorus and the effect is simi-
lar to that found in the pyridoxy OP IPAT where <a oxygea was
replaced by nritrogen. Thus there are two factors im this
molecule which contribute to a weakened P-01 bond and this
should be an important factor in enhancing the phosphoryl-
ating ability of insecticides,32

The position and orientation of the phosphafe group are
apparently determined primarily by intramolecular interac-
tions. The phosphorus and Cl1 atoms lie on opposite sides of
a plane perpendicular to the phenoxy ring and containing the
01-C1 bond. The C6-C1-01-P torsion angle of 84.,8° is repre-
sentative of those found in other phenoxy OP's while the cor-
responding angle in the pyridoxy OP!'s is only 1092-309,
showing the steric effect of the hydrogen on Cé., The S-Cl2
distance of 3.69 § is only 0.04 £ greater than the sum of
their van der Waals radii. The 02-H distance of 2.75 % is

only 0.15 ! greater than the sum of their van der Waals radii
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and the P-02.,..H and C13-02...H angies of 98.0° and 129,39
indicate a nonbonding lobe om 02 directed toward the hydro-
gen, assuming sp3 hybridization. Thus a weak electrostatic
interaction may exist betveen the oxygen and hydrogen. These
interactions would tend to restrict rotation about the P-01
and C1-01 bonds making the solid state configuration a likely
in vivo model. In this configuration the P=S bond lies at an
angle of 41,29 to the normal of the plane of the phenoxy
group in close agreement with the range of 209-409 usually
observed in OP's, As in ronnel and bromophos this bond is
slanted toward the C1l2 side of the phenoxy group.

In considering autotoxicosis through inhibition of AChE
by organophosphorus insecticides, it is useful to recall that
the nitrogen to carbonyl-carbon distance in acetylcholine is
estimated at 4.7 X% when the molecule is in a proper coafigu-
ration to react with bovine erythrocyte AChE.!? The distance
between anionic and esteratic sites of fly head AChRE, huu- -
ever, may be as much as 1 i longer than in the mammalian
enzyme.18 O!'Brienl9 has reported a range of 4.5-5.9 & for
the insect AChE. A domparison of some intramolecular dis-
tances with these values should give some insight into the
toxicityrsactivity of any insecticide, 1In addition to appro-
priate site separations, the two atoms involved must both
have a net §{#) charge to be in agreement with the AChE model

of Krupka.t®
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CNDO/2 molecular orbital calculationst!S were carried out
to compute approximate values for the charge density distri-
bution in leptophos; the results are shown in Figure 4.
Examination of this figure shows that some possible positive
sites that couvld be involved in enzyme binding are located at
C3, C4 and CS; H1, attached to C3 but not shown in the fig-
ure, is another possible site with a charge of +0.045e. - The
respective distances froa the phosphorus are 4.76, 5.22, 4.66
and 5.47 B. The P-C4 and P-C1 distances are too long for
interaction vith mammalian AChE but fall vell within the
range of acceptable distances for insect AChE. P-C3 and P=-C5
distances, on the other hand, are acceptable to both insect
and mammalian AChE. The charge on C3 is rather low to be
very effective in binding to the enzyme but there is a possi-
bility that the C3 and H1 atoms together form a region of
8§ (+) charge vhich provides a range of possible reactive

sites,
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THE CRYSTAL AND MOLECULAR STRECTURE OF
{~)-a-PHENYLETHYLAMMONIUR

(-)-O-METHYL PHENYLPHOSPHONGCTHIOATE

Experimental

ccystal Data A needle-shaped crystal with apptbxi—
mate dimensions 0.7 x 0.12 x 0.16 mm was mounted on a glass
fiber and subsequently attached to a standard goniometer
head. PFrom four preliminary w-oscillation photographs taken
at various Y and ¢ settings, 14 independent reflections were
selected and their coordinates were input to an automatic
indexing algorithm.3

The resulting reduced cell and reduced cell scalars
indicated orthorhombic symmetry. This was confiraed when
oscillation photographs takem about all three axes displayed
mirror symmetry. Observed layer line spacings were within
experimental error of those predicted for this cell. The
least-squares refinement of the lattice coastants* based on
the precise $20 measurements of 11 strong independent reflec-
tions, using Mo K, radiatiom, A = 0.70954 &, at 27°C, yielded
a = 15.611(7), b = 16.787(9) and ¢ = 6.136(1) &.

Collection and Reduction of X-Ray Intensity Data
Data were collected at room teamperature on an automated
four-circle diffractometer designed and built in this labora-

tory.5 The diffractometer is interfaced to a PDP-15 mini-
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computer in a time-sharing mode and is equipped ¥with a scin-
tillation counter. Graphite-monochromated Mo K, radiation
was used for data collection.

All data (6739 reflections) were collected within a 26
sphere of 50° in the Lkl, hkl, bkl and hkl octants using an
w-scan data collectior techanigque,

As a general check on electronic and crystal stability,
the intensities of three standard reflections were remeasured
every 75 reflections, These standard reflections were not
observed to vary throughout the entire data collection
period.

The intensity data were corrected for Lorentz-polariza-
tion effects but no absorption correction was made; the
transmission factor was 0.89+0.07 with p = 3.00 cm~t. The
estimated variance in each intensity was calculated by:

0p2 = Cp + kK, Co + (0.03C)2 + (0.03Cy)?

I T t B

vhere CB and C_ represent the background and total couats,

T

respectively, kx, is a counting time factor, and 0.03 is an

t
estimate of noastatistical errors. The estimated deviatioms
in the structure factors vere calculated by the finite-dif-
ference method.? Equivalent data vere averaged and 1561

reflections with Po > 3.00 (F) were retained for structural

refinement.
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Solution and Refinement
The observed extinction counditiomns h00: h=2n+1, 0kO:
k=2n+1, and 001l: 1=2n+1 uniquely determined the space group

to be P The phosphorus and sulfur positions were

2:2:2;°
determined by conventional Pattercson techniques and the

remaining nonhydrogen atoms were located by successive struc-
ture factor*3 and electron-density map?® calculations. These
atomic positions were subsequently refined by a block-diago-
nal least-squares procedure¢3 minimizing the function Zw(l?ol
- chl)e where w = 1/cF2. This refinement yielded a conven-
tional residual iadex of R

ZilFol - chll/ZlFol = 0.088.
At this stage ail 20 nonhydrogen atoms had been refined using
anisotropic thermal parameters. The scattering factors used
were those of Hanson et al.,!% modified for the real amnd
imaginary parts of anomalous dispersion.!t! The scattering
factor for hydrogen was that of Stewart et al.t2

Positions for the aromatic hydrogen atoas were calcu-
lated using a bond distance of 0.95 8 from the respective
carbon atoms. Approximate positions for the methyl and amino
hydrogens were obtained from an electron-density difference
map and were refined by least-squares methods to be 1.0 £
from the respective carbon or nitrogen atoams with tetrahedral
geometry. After a final cycle of full-matrix refinement,
without varyiang the hydrogen parameters, the conventional

residonal index converged to R = 0.069. Low intensity
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reflections caused a sharp increase in R at high amgles and
refinement using only the 1207 reflections with 20 < 45° con-
verged to R = 0.057.

The final positional aand thermal parameters are listed
in Tables 14 and 15, respectively. Standard deviations vere
calculated from the inverse matrix of the final least~-squares
cycle. Boand distances and angles!3 are listed in Tables 16

and 17, respectively.

Description and Discussion

A computer drawing of one molecule of the salt in the
correct absolute configuration is shown in Figure 6, and a
stereographic view of the contents of one unit‘cell is shown
in Pigure 7. As expected, both phenyl groups are strikingly
planar (cf. Table 18).

In the phenylphosphonothioate ion the P=S bond lies
nearly in the plane of the phenyl ring with a C6-C1-P-S tor-
sional angle of only 2.9°9, Ia the phenylethylammonium ion
the C8-H bond lies nearly in the plane of the phenyl ring
with a C15-C10~-C8-H torsional angle of 19.3°, The two ioas
are held together primarily by weak electrostatic forces
betveen hydrogen and oxygen or sulfur. The methyl and amino
groups on the phenylethylammonium ion are both oriented with
hydrogens pointed directly tovard oxygen atoms on the other

ion and the O-H(N) aand 0-H(C) distances of 2.12 and 2.56 £,



Table 14, Final atomic positional parameters

Atonm b ¢ Y z
S 0.3070 (1) 0.1627 (1) 0.4805¢3)
P 0.37405 (9) 0.12901(9) 0.2302(3)
01 0.3577(3) 0.0458 (2) 0.1554(9)
02 0.3561(3) 0.1813 (3) 0.0183(7)
N 0.1675 (3) 0.1052(3) 0.243 (1)
C1 0.4865 (4) 0.1466 (3) 0.276 (1)
c2 0.5446 (4) 0.1265 (4) 0.112(1)
c3 0.6311(4) 0.1433 (4) 0.135(2)
c4 0.6601 (4) 0.1796 (4) 0.318 (2)
CS 0.6042 (4) 0.1992 (4) 0.485(2)
(o3 0.5171(4) 0.1831 (4) 0.463 (1)
c? 0.3634(5) 0.2657 (4) 0.027 (2)
cs 0.1140 (4) 0.0896 (3) 0.212(1)
c9 0.1361(4) 0.1265 (5) 0.993 (%)
c10 0.0206(3) 0.0701¢3) 0.236 (1)
c1n 0.9757 (4) 0.0306 (4) 0.075(1)
C12 0.8895 (4) 0.0149 (4) 0.102 (2)
Cc13 0.8475(4) 0.0391 (4) 0.283(2)
Cc14 0.8899(5) 0.0788 (5) 0.442 (1)
c15 0.9775 (5) 0.0943 (4) 0.424 (1)
C2H 0.5238 0.1009 0.9838
C38H 0.6703 0.1296 0.0234
C4H 0.7200 0.1907 0.3329
CS5H 0.6252 0.2243 0.6112
Cé6H 0.4780 0.1968 0.5744
C11H 0.0055 0.0138 0.9463
C128 0.8593 0.9874 0.9929
c13d 0.7382 0.0283 0.2999
C144 0.8608 0.0958 0.5681
C15H 0.0083 0.1217 0.5345
Cc7H1 0.3159 0.2874 0.1214
C7H2 0.4196 0.2805 0.0919
C7H3 0.3580 0.2881 0.8778
C9H1 0. 1046 0.1780 0.9755
C9H2 0.1995 0.1373 0.9871
C9H3 0.1202 0.0893 0.8733
NH1 0.2264 0.0283 0.2285
NH2 0.1571 0.9938 0.3833
NH3 0.1523 0.9771 0.1349
C8H 0.1323 0.1315 0.3415
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Table 15. Final atoamic thermal parameterst?

Atoa Bi1 B2z Bas Bi2 Bis Bzs
S 48 (1) 68(1) 312(#6) -5(1) 19 (2) -30(2)
P 34(1) 31(1) 276 (5) -5(1) -4 (2) -2(2)
01 50 (2) 40(2) 519(21) -12(2) -4(6) -43(5)
02 54(2) 67(2) 265(14) -=15(2) -30(5) 34 (5)
N 33(2) 36(2) 411(21) -4(2) 3(6) 2(6)
c1 38(3) 27(2) 308(21) =-1(2) -7(7) 5(6)
c2 41(3) 454 (3) 370(24) -2(2) 9 (8) 0(8)
c3 42(3) 52(3) 581 (34) -2(3) 30(10) -2{10)
ch4 40 (3) 37(3) 686(41) =6(2) =-16(11) 10 (10)
C5 50 (4) 39(3) 514(31) -1(2) -68(11) =22(9)
(of 43(3) 36 (2) 385(26) 5{2) -19(8) -17(7)
c7 79 (4) 46 (3) 604 (36) -3(3) -42(13) 79 (10)
c8 36 (3) 30(2) 346 (23) -2(2) -28(7) 7(7)
c9 52 (3) 63(4)  471(30) =-12(3) =25(10)  71(10)
c10 38(3) 26(2) 299 (21) 5(2) =-13(7) 6 {6)
c11 42(3) 39(3) 375(26) 1(2) =15(7) =~37(7)
c12 39(3) 43 (3) 570(36) -1(3) -36(10) =40(90)
c13 38(3) 46 (3) 639{41) 5(3) =-3(11) 35(17)
C14 64 (4) 63 (4) 456 {31) 18 (3) 52(11) 29 (10)

1The hydrogen atoams vwere included with
thermal parameters BH = 4,0.

fixed isotropic
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Table 16. Bomd distances (f)
P=-S 1.943 (2)
pP-01 1. 492 (4)
P-02 1.594 (5)
P-C1 1.801 (6)
02-C7 1.422 (8)
c1-C2 1.393¢9)
C2-C3 1.387 (9)
C3-C4 1.35(1)
C4-C5 1.39 (1)
C5-Cé 1.393(9)
Cé6=-C1 1.39 (1)
c8-C9 1.52(1)
c8-N 1.516 (7)
c8-C10 1502 (8)
c10-C11 1.384 (9)
C11-C12 1.382 (9)
C12-C13 1.35(1)
C13-C14 1.35(1)
C14-C15 1.39(1)
C15-C10 1.40 (1)
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Table 17. 1Interatomic aamgles (9)

S-p-01 115.1(2) C4-C5-C6 119.7(7)
S=-p-02 112.9 (2) C5-C6~C1 120.2(7)
S=p=C1 110.8(3) C9-C8-N 108. 7 (6)
01-P-02 103.6 (3) c9-C8-C10 113.3(6)
01-p-C1 111.6(2) N-C8-C10 110.1(4)
02-pP-C1 102.0(3) c8-C10-C11 121.7(6)
£-02-C7 120.3(5) €8-C10-C20 119.0 (6)
P-C1=-C2 118.9 (5) c11-c10-C 15 119. 2 (6)
P-C1-C6 122.5(5) c10-C11-C12 119.8(7)
c2-c1-C6 118.5 (5) c11-C12-Cc13 121.0(7)
C1-c2-C3 120.9(7) c12-C13-C14 120. 1 (7)
C2-C3-Ct 120.0(7) C13-C14-C15 121.0(8)
C3-c4-C5 120.7(6) C14=-C15-C10 118.9(7)
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Table 18, LlLeast~squares planes! and deviations

Atom Distance from plane (&)

Plane (I) defined by C1-Cé: (-0.18226)X + (0.89548)Y +
(-0.42175)Z = 0.40542

c1 0.004
c2 -0.004
C3 -0.002
cu 0.007
C5 -0.006
C6 0.001

Plane (II) defined by C10-C15: (0.21465)X + (-0.87149)Y +
(0.44092)Z = 5.73870

C10 0.0004
c11 -0.008
Ci12 0.007
ci3 0.002
cl4 -0.010
Cc15 0.008

1The planes are defined by aX + bY + ¢cZ - 4 = 0, where
X, Y and Z are coordinates along the Cartesian a, b and c

axese.
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Pigure 6. View of PSO,NC,;H,, with partial charge densities obtained from CRDO/2
molecular orbital calculations. The thermal ellipsoids are dravn at the
50% probability level.
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Figure 7. UOnit cell stereograph of PSO,NC;sHzg
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respectively, are indicative of weak hydrogen bonds, particu-
larly those involving nitrogen. The two phenyl rings are
thus held in nearly coplanar positions, the dihedral amngle
betvween the tvo planes being 4.5°.

A conparison of bond distances and angles around the
phosphorus atom with corresponding parameters ia other organ-
ophosphorus molecules yields some interesting results. Since
01 is not bonded to an aromatic ring, it would be expected to
show a much stronger bond to the phosphorus, and indeed a
bond length of 1.492 & is found compared to 1.615 & in lep-
tophos, 1.607 % in bromophos22 and 1.592 & in ronnel.2t The
other three bond lengths involving phosphorus are correspond-
ingly larger than in leptophos: 1.943 (2) vs. 1.911(2) & for
P=S, 1.594(5) vs. 1.579(3) & for P-02, and 1.801(6) vs.
1.780(4) & for P-C1. Direct comparisons of these distances
cannot be made for the other molecules because of the substi-
tution of the phemyl ring with oxygenm or mnitrogen, but it
should be noted that 1.923 § for IPAT is the lomgest P=S bond
and 1.579 & for leptophos is the longest P-02 bond observed
in the series of 0P's studied in this laboratory.

The angles around the phosphorus range from 102.0° to
115. 1% aaking the distortion from tetrahedral geometry
smaller than irn 1leptophos (99.8° to 116.9%). All angles of
the type S=P-X (X = 0 or C) are smaller than in leptophos but

still larger than thke tetrahedral angle. The greatest change
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p
in angle involves 01-P-C1 which is 11.8° larger in the salt
than in leptophos. In general the changes in bond angles
appear to be primarily due to changes in the =S and P-01
distances, i.e., as the sulfur gets closer to the phosphorus
the remaining three atoms on the phosphorus are displaced

causing increased P=S-X angles.
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THE CRYSTAL AND MOLECULAR STRUOCTURES OF

CALCIOM PORMATE

Introduction

The first x-ray analyses of calcium formate were those
of Nitta¢* who determined that the C-0 distances are egqual
(ca. 1.25 K) and that the 0-C-0 angle is 1249 in the formate
ion., Schutte and Buijs*S discovered that a second phase of
calcium formate crystallizes when a vater-miscible organic
solvent is added to an agueous solution of Ca(HC00). aad
called this phase Bg=-Ca (HC00), to distinguish it from
a-Ca(HCO0), which crystallizes from agueous solution. They
also reported that the B phase had been obtained along with
the ¢ form by rapid crystallization from agueous solution at
90°C and that it was uanstable in contact with the atmosphere.
Their studies of the infrared spectra of both forms revealed
that the ¢ form has two unigque formate ions indicated by a
doubling of all the bands, The B form, on the other hand,
contains only one unique formate ion giving rise to a single
set of bands in the iafrared spectrum. Donaldson, Knifton,
and Ross4% also studied the infrared spectrum of a-Ca(HC0O0):
and concluded that the Ca-0 bonds are iomnic. Comel and
Mentzen4? studied phase transitions via differeatial thermal
analysis and concluded that the o form is thermodynamically

more stable than the g form at room temperature.
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Recently, Vaughan4® has been developing a solid state
nuclear magnetic resonance technique for determining atomic
positions in crystalline structures, and selected calciusm
formate as a standard crystal to test his methods. However,
when atteapting to interpret the results of his experiments
the hydrogen atom appeared to be oscillating between two
widely separated positions in the planme of the formate ion.
Since precise struactural data wvwere not available at that time
we-decided to investigate the behavior of the hydrogen aton
via diffraction technigues. Our original plan was to obtain
precise nonhydrogen parameters by x-ray methods and to follow
this by a determination of the hydrogem position with neutron
diffraction data.

The calcium formate structure was also used as a test
case for a new data collection algorithm desiganed to improve
the accuracy of low intensity reflections. The estimated
variance in the intensity of a reflection is given by

g.2 =C_ + ktcB + (O.OBCT)Z + (0.03CB)2 (1

I T
w here CT arnd CB are the total and background counts and k, is

t
a counting time factor., From this equation it can be seen
that the relative error in a measurement increases as the
nunber of counts decreases., It follows that the accuracy of
an intensity measurement can be improved by increasing the

number of counts. For very inteanse reflections, however,

such an increase is not necessary and may even be detrimental
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if it causes the couating buffer to overflow. Therefore, a
nultiple scan technigque was developed in wkich the coamputer
cbnpares the total counts for a reflection to some minimunm
value. If the count is below this minimum the scan is
repeated and the new count added to the previous total until
the preset rinimum count is reached. 1In order to avoid the
computer spending too much time on very low¥ intensity or
extinct reflections no scan is repeated more than ten times.
‘The intensity of the peak is then the average value for all
the scans and the variance is given by

o.03 2 .osn k 2

1 ‘TCB nc —_S""CB 2
where n_ = number of steps
nc = number of scaas
and kt = counting time factor.

Calcium formate was prepared by neutralizing a solution
of formic acid with calcium hydroxide. The a form wvas
obtained by crystallization at room temperature and the B8
form by recrystallizatiom from aqueous solution at 90°C. Two
sets of data were collected for the o form; one by standard

techniques and one by the multiple scan techaigue.
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a-Calciua Formate

A spherical crystal approximately 0.4 mm in diameter was
selected and mounted oa the end of a glass fiber with Duco
cement and subsequently attached to a standard goniometer
head. From four preliminary p-oscillation photographs takea
at various y and ¢ settings, 12 independent reflections were
selected and their coordinates vere input to an automatic
indexing algorithm.3

The resulting reduced cell and reduced cell scalars
indicated orthorhoabic symmetry. This was confirmed by axial
oscillation photographs which revealed mirror symmetry for
all three axes, Observed layer line spacings were within
experimental error of those predicted for this cell. The
lattice coastants for this cell, using Mo K, radiatiom, X =
0.70954 &, at 27°C, are a = 10.168, b = 13.407 and ¢ = 6.278
£, with z = 8.

Data were collected at room temperature gn an automated
four-circle diffractometer designed and built in this labora-
tory.S The diffractometer is interfaced to a PDP-15 mini-
computer in a time-sharing mode and is equipped with a scin-
tillation counter. Graphite-monochrométed Mo K, radiation
vas msed for data collection.

All data (4345 reflections) within a 286 sphere of 55°
vere measured in the hkl, hkI, hkl and hkl octaats usiag a

standard w~scan data collection technique.
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As a general check on electronic and crystal stability,
the intensities of three standard reflections were remeasured
every 75 reflections. These standard reflections were not
observed to vary throughout the entire data collection per-
iod. An examination of the data revealed systematic absences
for Okl: 1#2n, hOl: h#2n and hkO: k#2a, and the space group
was determined to be P_.,.

The intemsity data were corrected for Lorentz and polar-
ization effects but no absorption correction was made; with p
= 10.87 ce~7 the traansmission factor was 0.65. The estimated
variance in each intensity was calculated by Equation (1) and
the estimated standard deviatioans in the structure factors
vere calculated by the finite-difference method.? Equivalent
data were averaged and 936 reflections with Fo > 3.00 (F) were
retained for structural refinement.

A second set of data was then collected on the sanme
crystal using the multiple y~-scan technique. For this test
the minimum intensity for a peak was set at 20000 and the
counting time for each step vwas increased to 0.10 sec. from
its usual value of 0.05 sec. All data (2206 reflections)
vere collected vwithin a 29 sphere of 55° in the hkl and hkI
octants.

Six standard reflections were monitored to check crystal
and electronic stability and once again mno significant change

vas observed throughout the data collection period.
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As before the intensity data were corrected for Loreatz
and polarization effects but not for absorption. The esti-
mated variance in each inteasity was calculated by Equation
(2) and the estimated standard deviations in the structure
factors vere calculated by the finite-differeance method.
Equivalent data were averaged and 943 reflections with Po >
3.00(F) were retained for structural refinement,

All nine nonhydrogen atoas were located by MULTAN29
using the secoad set of data. These positions were subse-
quently refined by a full-matrix least-sgquares procedure?®
minimizing the function Ew(F_l = IF_I)2 where o = 1/0_2.

F
This refinement yielded a conventional residual index of R

ZIlrol - IPCQI/ZIFOI = 0,071 and 0.065 for the first amd sec-
ond data sets, respectively, and a weighted residual of wR =
lezFol - 1Fc]|/2wlPoi = 0,087 and 0,079, respectively. Thus
the multiple scan data did appear to be better than the stan-
dard data and was used for the final stages of refinement.
The scattering factors used were those of Hansom et al.,!?
modified for the real and imaginary parts of anomalous dis-
persion.!! The scattering factor for hydrogen was that of
Stewart et al.t?

The positions of the hydrogen atoms were determined by
examination of an electron-density difference map. The posi-
tions and isctropic temperature factors of the hydrogem atoms

were allowed to refime and the R factor converged to 0.060.
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At this point a small secondary extinction effect was noted
and a correction vas applied on the basis of equatioas
derived by Darvin.*? The observed and calculated intemnsities
are related by the expression

I° = Icexp(-ZgIc) 3)
vhere g is a secondary extinction coefficient. Rewvwriting
Eguation (3) and expanding the exponential as a series to
first order in Ic results in

I/I, =1+ 291 (4)
Using the five largest reflections and solving Equation (4)
for g yielded an averiage value of 1.13x70-5. This was then
used to modify the observed structure factors according to
the equation

chl = IFOI(1 + glc)- (5)
After tvwo more cycles of refinement the R factor coaverged to
0.049 and wR = 0.056.

The final positional and thermal parameters are listed
in Table 19, Standard deviations were calculated from the
inverse matrix of the final least-squares cycle. Bond
lengths and angles for the formate ions are listed in Table

20 and selected angles around the Ca++* ion are listed in

Table 21.




Table 19,
Aton X
Ca 0.13428(3)3
01 0.2992(1)
02 0.4638(1)
03 0.0235(1)
o4 0.2000(1)
C1 0.3870(2)
c2 0.1257(1)
H1 0,159 (2)
H2 0.40u(2)
cell coordinates.
2
The Bij

0.89251 (2)

-0.01484 (8)

0.04722 (8)
0.2016 (1)
0.29850 (8)
0.0488 (1)
0.2343(1)
0.205(2)
0.108 (2)

Final atomic positional! and thermal2 parameters for

a~-Ca (HCO00) ,

0.97221 (5)
0.1327(2)
0.3100(2)
0.2120(2)
0.2148(2)
0.1565(3)
0.1334(3)
0,002 (4)
0.054 (5)

B1a

40 (1)
73(1)
70 (1)
65 (1)
58 (1)
65 (1)
56 (2)

138 (43)

157 (53)

B22

26 (1)
45 (1)
41 (1)
45 (1)
34 (1)
32(1)
33(1)

Bss

116(2)
186(3)
178(3)
165(3)
151(3)
140 (4)
129(4)

qu

0(1)
-18(1)
-14(1)
-17(1)

=9 (1)
=6(1)
-6(7)

Bis

-2(1)
-26(1)
-31(2)
0(M
2(1)
-12(2)
3N

B2

-4(1)
1(1)
1(1)

=5(1)

-9(1)
9(1)

=7(M

1The positional parameters for all atoms are represented in fractional unit

are defined by:

= exp[~- (h?8,, + k2B, + 1285, + 2hkg,, + 2hlg,; +
2klg,3) 1« If only the g,, column is listed this cdrresponds-to an isotropic

temperature factor. Nonhydrogen thermal parameters are (x 104), hydrogen thermal

parameters are (x 102),

3In this and succeeding tables, estimated standard deviations are given in

parentheses for the least significant figures.

L9
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Table 20. §ond distances (&) and angles (°) in the formate
ions

c1-01 1.245(2) Cc2-03 1.231(2)
C1-02 1.240(2) C2-04 1. 254 (2)
C1-H2 1. 03¢5} C2-H1 0.98(5)
01-C1-02 122.2(2) 03-C2-04 126.2(2)
H2-C1-01 124.7(9) H1-C2-03 119.2(9)
H1-C1-02 113.0(9) H1-C2-04 114. 4 (9)
Table 21. Selected angles (92) arcund the Ca** ioat

01-Ca-02 89,20 (5) 03-Ca-04 88.11 (5
01-Ca-04 95.53(5) 03-Ca-01"? 91.79 (4)
O01-Ca=-04°* 74,16 (4) 03-Ca=-02°¢ 88.44 (5)
01-Ca-01" 84, 89 (4) 03-Ca-03! 70.04 (4)
01-Ca-02" 91.21(5) 04-Ca-03" 71.21(4)
02-Ca-03 87.53 (4) O4~-Ca-0u' 84.87 (4;
02-Ca-03* 96. 95 (4) 04-Ca-02" 70,10 (W)
02-Ca-0u4°* 86.01(4) 01t*-Ca-02" 50.76 (4)
02-Ca-01"? 79. 30(4) 03*'-Ca-04° 40.01(3)
C2-Ca-01 92. 16 (4) Cl-Ca-01 87.95(4)
C2-Ca-02 92.78 (4) C1-Ca-02 95.60 (4)
C2-Ca-03 90. 34 (4) Ci1-Ca-03 50.03 (4)
C2-Ca-04 76. 25 (4) C1-Ca-04 95.38 (4)

1C1, 01' and 02' and C2, 03' and O4' are the axial iomns.
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Table 22. ILeast-squares planest and deviations for

a~-Ca (HCOO0) »

Aton Distance from plamne (§)

Plane (I) defined by 01, 02, Ci1 and H1: (0.63259)X +

(0.56863) Y + (0.52581)2Z = 10.9

o1 0.0003
02 0.0002
c1 -0.0009
H1 0.0003

Plane (II) defined by 03, O4, C2 and H1: (-0.50333)X +

(0.70273) Y + (0.50281)2 = 10.6

03 -0,0080
o4 -0.0076
Cc2 0.0247
H1 -0.0090

tThe plares are defined by aX + bY + ¢Z - d = 0, where
X, Y and Z are coordinatzs along the Cartesian a, b and c
axes.




Pigure 8. The coordination sphere around the Ca+*+ ion in o-Ca (HCOGC) » showing 50%
probability ellipsoids.



tL
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B-=Calcium Formate

An octahedral crystal 0.4 mm on a side was selected and
mounted on the end of a glass fiber with Duco cement and sub-
sequently attached to a standard goniometer head. From four
preliminary w-oscillation photographs takea at various X and
¢ settings, 10 independent reflections were selected and
their coordinates were input to an automatic indexing
algorithm.3

The resulting reduced cell and reduced cell scalars
indicated tetragonal symmetry. This was confirmed by axial
oscillation photographs which revealed mirror symmetry for
ali three axes., Observed layer line spacings were within
experimental error of those predicted for this cell. The
lattice constants obtained from the precise :26 measurements
of 12 strong independent reflectioas, using Mo Ky radiatioa,
A = 0.70954 K, at 279C, are a = 6.765(2) and ¢ = 9.456(3) &,
with 2 = 4,

Data were collected at room temperature om am automated
four-circle diffractometer designed and built im this labora-
tory.S Graphite-monochromated Mo K, radiation was used for
data collection.

All data (1150 reflections) within a 26 sphere of 55°
were measured in the hkl and hkI octants using a standard
w-scan technigue. However, the data were collected with the

b axis unique and upon completion of data collection the
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indices vere transforaed to

ht -1 0 0} |h
k*]| = 00 1|k
1e ¢ 10/ 1\ .

[
As a general check on electronic and crystal stability,

the intensities of three standard reflections were remeasured
every 75 reflections. These standard reflections vere not
observed to vary throughout the entire data collection
period.

The intensity data were corrected for Lorentz aand polar-
ization effects. Since p = 10.87 cma—t! no absorptions correc-
tions were made; mininum and maxisnm transamission factors
were 0.6340.07. The estimated variance in each inteunsity was
calculated by Equation (1) . The estimated standard devia-
tions in the structure factors were calculated by the finite-
difference method.? Equivalent data were averaged and 565
reflections with Fo > 3.00(F) vwere retained for structaral
refineaent.

A statistical test of the data® indicated an acentric
space group and the observed extinction conditions, 001: l#4n
and h00: h#2n, indicated the space group 941212.

The calcium position vas determined by analysis of a
sharpened three-dimensional Patterson function and the other
nonhydrogen positions were located on successive electron-

density maps. The position of the hydrogen atom was obtained
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from a difference electron-density map. These positions were
subsequently refined by a full-matrix least-squares
procedure® minimizing the function Zw (IF 1 - IE_1) 2 vhere w =
1/0,2, All nonhydrogen atomas were refined anisotropically
and the hydrogen atom was refined isotropically to a conven-
tional residual index of R = 2|1Pol - IFCI]/ZIFOI = 0.070. A
small secondary extinction effect was noted and the structure
factors wvere modified according to Equation (5) using g =
1.21x10—5. After this correction the conventional residual
index converged to R = 0,044, The scattering factors used
vere those of Hanson et al.,!9 modified for the real and
imaginary parts of anomalous dispersion.!! The hydrogen
scattering factor was that of Stewart et al.t?

The final positional and thermal parameters are listed
in Table 23, Standard deviatioas were calculated froa the
inverse matrix of the final least-squares cycle. Bond
lengths and angles for the formate ion are listed in Table 24

and selected angles around Catt+ are listed in Table 25.

Description and Discussion
The coordinration spheres around the Cat+ ion are showa
in Figures 8 and 9 for the a and B forms, respectively. The
structure of a-Ca (HCOO) 2 by neutron diffraction analysisSo,st
vas reported at the same time that this x;ray study was com-

pleted and the reported iateratomic distances and angles are



Table 23. Final atomic positional! and thermal? parameters for g«Ca(HCQO0),

A tonm

Ca
01
02
C
H

0.2172(2) 3

0.5651(3)

-0.1202(3)
0.1963(4)
0. 104 (4)

cell coordinates.

0.2172(2)
0.,2233(3)
0.2194(3)
0.,7060(3)
0.704 (4)

0.0(0)
~0.0154(2)
0.0348(3)
-0,0674 (3)
-0.1603 (3)

Bia B22 Bas
95(1) 95(1) 89(1)
126 (4) 203(5) 96(2)

104 (4) 288(6) 187(3)
185(6) 118(5) 77(2)
176 (65)

B2

-1(1)
11(3)
-15(3)
-22(4)

Bis

-11(1)
-9(2)
16(3)

7(3)

B2s

11 (1)
-U (3)
11 (4)
- 10 (3)

1The positional parameters for all atoms are represented in fractional unit

2The Bij

are defined by:

= exp[~(h28;; + k2B, + 128,53 + 2hkB,, + 2hlB,, +
2klB23) ]« If only the 8,, column is listed this corresponds to an iSotnopic
temperature factor. Nonhydrogen thermal parameters are (x 10¢), hydrogen thermal
parameters are (x 102),

3In this and succeeding tables, estimated standard deviations are given in
parentheses for the least significant figures,

SL
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Table 24, Bond distances (&) and angles (°) in the formate

ion

Cc-01 1.247(3) 01-C-02 123.9(3)
C-02 1. 225(3) 01-C-H 125.9(1.4)
C-H 1. 08(3) 02-C-H 107.0(1. 4)
Table 25, Selected angles (°9) around the Cat+ ion®
01-Ca-021 90. 11(5) 02-Ca-011t 90.11(5)
01-Ca-011 88. 21 (9) 02-Ca-012 92.05(98)
01-Ca-023 64. 38(7) 02-Ca-022 90.64(9)
01-Ca-012 84, 22 (8) 02-Ca-013 73.49(8)
01-Ca-022 84.52(6) 011-Ca-013 88.29(8)
021-Ca-02 91.9(1) 01t-Ca-023 84,52 (5)
021-Ca-013 92.05(8) 011-Ca-022 64.38(7)
02t1-Ca-023 90. 64 (9) 012-Ca-022 46.51 (6)
021-Ca-012 73.49(8) 013-Ca-023 46.51(6)
C-Ca-01 87. 74 (6) Ci-Ca-01 82.54 (7
C-Ca-021 92. 84 (8) Ci-Ca-021 96.57 (8)
C-Ca-02 96.57(8) Cil-Ca-02 92.84 (8)
C-Ca-011 82. 54 (7) Ct-Ca-011 87.74(7)

4rhe oxygea atoms are related by the symmetry operations
XeYrZ5 YoX02; 0.5-¥,0.5#%,0.25+2; and 0.5+x,0.5~y,-0,25-z,
~C, 013 and 023 and C!, 012 and 022 are the axial formate

ions.
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Table 26. Least squares planel! of the formate ion in

R=Ca (ECGO) ,

Aton

Plane defined by 01, 02, C and H:

{(-0.47786)Z = 0.92512
01
02
c1

A1

Distance from plame ()

0.0003
0.0002
-0.0009

0.0003

(0.87344) X + (-0.09346)Y +

1The plane is defined by

aX ¢« bY ¢« ¢cz2 - 4

0, wvwhere X,

Y and Z are coordinates alorg the Cartesian a, b and ¢ axes.
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Pigure 9, The coordination sphere around the Ca*+ iom in

B-calcium formate. The ellipsoids are at the 50%

probability level.
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in very close agreement with our results.

The geometry around the Cat+ ion in bott forms may be
described as distorted octahedral with oxygen atoms at the
four equatorial positions and a formate iom coordinated in a
bidentate fashion at each axial position. 4An examination of
Tables 21 and 25 shows that all angles involving C1 and C2
with 01, 02, 03 and 04 in the o form and C and C' with 01,
02, 01* and 02*' in the B form are in the range of 90°9+7.5°
vith one exception (C2-Ca-04 for ¢ is 76.39)., The orienta-
tions of the formate ions are different in the two foras,
however. 1If one considers the planes defined by the carben
and oxygens in each ion, then the two axial ions in the @
forn have a dibedral angle of 70° while the axial formate
ions in the B form are perpemdicular to each other.

The average C-0 distance in each formate ion of the Q
fora is 1.243 & compared to 1.236 & in the g form. 1In the
infrared spectra*sS the symmetric C-0 stretch mode produces
twvo bands with an average fregqueancy of 1357.5 cm—1 in the «
form and a single band at 1359 cm—! in the R form. These are
very small differences but the shorter bond length and higher
stretching freguency both indicate a slightly stronger C-0
bond in the 3 form., At the same time the C~-H stretching fre-
quencies of both formate ions in the ¢ form (2869 and 2890
cm—1) are higher than the corresponding band in the B form

(2857 cm—1) and both C-H bond lengths in the ¢ form (1.03 and
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0.98 &) are shorter than in the B8 fora (1.08 R). Hence as
the C-0 bonds get stronger, the C-H bonds get weaker in
transforaing from o to B,

A closer examination of the geometries of the formate
ions also yields some interesting results. 1In the o foram one
formate ioa has almost identical C-0 bond lengths (1.245 and
1.240 &) while in the other ion the C-0 bonds differ by 0.017
8. The first ion is strikingly planar (cf. Table 22), the
greatest deviation from the plane being 0.0009 X, while the
second ion is slightly distorted, the deviations from the
plane being 30 times greater than for the first ion but still
on the order of experimental error. 1In the g form the C-0
bond lengths differ by 0.022 & and the deviations from the
least sguares plame (¢cf. Table 26) are three times larger
than in the second ion ¢f the o form. This deviation from
planarity, along with the changes in bond lengths, suggests
that the formate ion is under some strain in the g fornm.

The average Ca-0 distance in the g form (2.521 §) is
also shorter than in the o form (2.544 f). This is espe-
cially interesting in view of the fact that the total cell
volume per formula unit for each form (107.0 &3 for a, 108.2
%3 for B) indicates a lower density for the B form. With the
atoms lying closer together in spite of a greater available
volume, the B form can be seen to have less efficient packing

and a less stable configuration than the o form in agreement
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with the LTA results of Comel and Mentzen.*?

In conclusion the geometry around the Ca++ ions of both
forms are quite similar. The crystal structures of calciua
formate correlate completely with reported spectroscopic
studies. The hydrogen shows no unexpected behavior within
the crystal and indeed the parameters obtained were suffi-
ciently informative that the neutron diffraction study was
deenmed unnecessary. Although the g form is less stable than
the o form at roonm temperature, it is stable in contact with
the atmosphere over the period of time (days) required for a
single crystal diffraction study. The stability of the 8
form and the relative ease of producing it from agueous solu-
tion contradicted the characteristics implied in the litera-
ture., In subseguent comrunications with Vaughan it was
learned that his calcium formate was produced by both slow
and rapid evaporation from aqueous solutions and hence was a
nixture of both crystalline forms. Thus the anomalous
results for the hydrogen positions were due to the different

environments of hydrogen in the tvo forms.
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LEAST-SQUARES REFINEMENT OF STRUCTURAL PARAMETERS

Introduction

A nev program, called ALLS, has been written in FORTRAN
to perforam the least-squares refinement of crystal structure
parameters based oan single crystal x-ray diffraction data. A
listing of the program and detailed instructions for its use
are provided elsewhere,*3

This program performs successive cycles of refinement
using either the full-matrix or block-diagomal matrix of the
normal equations, The parameters which may be refined
include an overall scale factor, a secondary extinctioan coef-
ficient, individual atom pultipliers, atomic coordinates and
isotropic or anisotropic temperature factors. The parameters
to be varied are specified in the input and different parame-
ters may be varied in each cycle, Structures of any symmetry
can be accoamodated by special subroutines, The observations
may be weighted individually or the use of unit weights may
be specified.

The program is an exteasion of the ORFLS program® in
that it uses the same methods to handle symmetry, calculate
derivatives, and invert the matrix. A major goal in the
development of ALLS, howvever, wvas to improve the efficiency
of structural refinement and to increase the generality of

the program. Towards this goal several significant modifica-~
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tions vere made. A major addition was the provisiom for
either block-diagonal or full-matrix refinement. Block-diag-
onal refinement is considerably more efficient than full-ma-
trix refinement if one can assume that the atom-atom interac-
tions that it neglects are essentially insigmificant. For
this assunption to be valid some interaction between the
scale factor and atomic temperature factors must be included,
however, and some programs in the past have accomplisked this
by introducing an overall temperature factor and letting this
interact with the scale factor. Even with such an inclusion,
block-matrix approaches in the past have been hampered by
overshifting, especially in the early stages of refinemeat,
and damping factors have had to be applied to the calculated
shifts, 1In order to circumvent this difficulty, a new
block-diagonal approach has been devised which has been found
to work quite well without using either the overall teampera-
ture factor or damping factors.

Two other options which may be used to decrease the num-
ber of computations required are reuse of the matrix aad
truncation of the data set, ALLS calculates the elemeats of
the matrix in the first cycle of a job, but if the calculated
shifts are less than tean times the estimated error for all
the parameters and the full-matrix is being used, it does not
recalculate them in following cycles. Thé user can override

this option but our experience indicates that this is
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generally not necessary.

Since the matrix elements are sums over all the reflec-
tions, the number of calculations can be further decreased by
reducing the number of reflections used. In particular, in
the early stages of refinement, relatively lov resolution is
usually reguired and hence the data set can be limited to the
low angle reflections., As one seeks to improve the resolu-
tion in the structure, more data can be included by increas-
ing the maximum value of sinf6/) to be allowed. All data at
higher angles will be neglected in the refinement.

Other modifications to the program include the optioms
to output either regular or sharpened coefficients for an
electron-density map calculation, to refine a secondary
extinction coefficient and to refine different parameters in

succeeding cycles.

Mathematical Background
The Block-Djagonal Nethod The method of least-
squares as applied imn crystallography commoaly minimizes the
function:

D = Zu (IF 1 = ISE_ 1) 2 (M

vhere the sum is taken over all reflectionms,

IsF

' (Acrz + Bch)lIZ (2)

cr
v here

- 4
i

cr = SifiaiCOSZW(h!i + kyi + lzi)Ti (3)
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and

B = sZf a.sin2r(hx, + ky. + 1z )T, (4)
cr i ii i i 1’71

and , 1is the weight associated with each observation. For
r
isotropic thermal motion
= - in2 2
Ti exp( BiSLn 8/1%) 5
and for anisotropic thermal motion
= - 2 2 2 . 5. .
T, = exp[- (h®B11, + k3B22; *+ 12855, + 2hkB,», + 2h18,s,
+ 2k1824,) ] ' (6)
Minimization of Equation (1) is achieved by differeantiating
vwith respect to each parameter and equating to zero. This
leads to n equations of the fora

Ewr('Por' - ISFcrl)alch (pyesep) /3P, = 0. (7

r J

Since lsrcrl is nonlinear in all paramseters except s ve will
express it as a Taylor series and pneglect second and higher
povwers, so that

ISFcr(Pl---Pn)l = ISFcr(al---an)l + E(aISFcrl/api)APi (8)

where pl...pn may be any scale, positional or thermal parame-
ters and

Ap; = p; - 3;.

Substitution of Equation (8) into Egquation (7) and rearrange-

rent of terms leads to

sF /3p. SP 73P. . = SP / F 9
iiwr(al cr‘ apj)(al crl aPl)APl iwr(al crI an)A r )

vhere AF = |F | = |SF (& s0e2 )|
r or cr 1 n
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Equation (9) is the full-matrix least-squares equation

and may also be expressed as

AxX=1X
vhere
Hiy = iwr(alsrcrllapi)(alSPcrl/apj)
X =
i - bPy
! = / F.
and 3 iwr(alSFcrl apj)A

The elements of matrices M and Y can be calculated and

hence the shifts can be obtained fron

When these shifts are applied to the initial parameters
the result is an improved, but still approximate, set of
parameters., These may then be used to repeat the process
until successive cycles produce no further shifts. Multiple
cycles are required because of the neglect of higher order
terms in the Taylor series.

The matrix M is a square matrix of order n where 1 is
the number of variables. Since M is also symmetric the nua-
ber of unique elements which must be calculated and stored in
the computer is n(n+1) /2. Since this number increases quite
rapidly with n, the amount of computation time and memory
space also increase significantly as larger structures are
examined. Therefore, aethods of approximating M have been

suggested S2 as a means of decreasing the computational
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requirements for structural refinement.

An examination of the elements of M shows that the diag-
onal elements are sums of squares and as more teras are accu-
mulated these sums vill become progressively larger. The
off-diagonal elements, on the other hand, are sums of prod-
ucts which may be either positive or negative and as more
terms are accumulated these sums could reasonably be expected
to be smaller than those on the diagonal., iIf the parameters
Pi and Pj are correlated in any vway, however, the comtrib-
uting terams to Hij ¥ill not cancel in a random fashion and
this element will be significantly different from zero. This
is the case for terms correlating the scale factor with the
thermal parameters and also for terms correlating parameters
of a given atom, becoming especially important if the inter-
axial angles of the unit cell differ significantly froa 90°.

The most commonly used approximation to 4, therefore, is
the block-diagonal matrix in which all off-diagonal elemeants
are neglected except those corresponding to the different
parameters associated with the same atom, thus forming 4xi
and 9x9 blocks for isbtropic and apisotropic atoms, respec-
tively. In order to account for the interaction between the
scale factor and temperature factors, a common approach has
been to include a 2x2 block in the matrix corresponding to
the scale factor and overall temperature factor.

This and other block-matrix approaches, however, suffer
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from overshifting of the parameters, especially in the early
stages of refinement. The overshifting is caused by the
omission of many impertamt interactions when neglecting the
off-diagonal elements of the full-matrix., Damping factors
have to be applied to the calculated shifts in order for
these methods to converge.

In ALLS, however, a somewhat different approach is used;
each atomic block includes the rov and column elements asso-
ciated with the scale factor, thus forming 5x5 and 10x10
matrices. In this vay many of the terms which are nomzero
put are neglected in the other methods are now retained in
the matrix and the parameters in different blocks are corre-
lated to a common scale factor., ©No overall temperature fac-
tor is necessary to correlate the scale and temperature fac-
tors and, most significantly, no damping factors are needed.

Since each block contains the scale factor as a vari-
able, a different scale factor shift is calculated for each

atom, The total shift is then calculated as the weighted

average:
As = X2 As./Z3. (10)
PR R A
where Z is the atomic number of atom i.
i
Sharpened Fourier Coefficieats In the early stages

of solving a structure, electron-density maps are calculated

by
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p(X,YeZ) = ZPhklexp[-Zwi(hx + ky + 12) ]

and atoms are located by finding the peaks on these maps.
Each Phkl is a function of the scattering factors, fi' as
shown in Equations (3) and (4). If the atoas all had their
scattering power concentrated at the nucleus and scattered as
point atoms then fi vould be a constant, egqual to the atomic
namber zi. For real atoms, however, fi decreases vwith
increasing 6 and the resulting decrease in ghkl at higher
angles causes a broadening of peaks on the electron-density
map. For swmall atoms this loss of resolution makes their
peaks difficult to distinguish from background noise. If the
F

hkl
atomic number and fi is the scattering factor of atom i, then

's are multiplied by the factor 23Z;/Lf,, where 2; is the

they will more closely resemble scattering from point atosas.
To simplify the computations, ALLS uses the factor 2i:/fi1, the
atomic number and scattering factor of the heaviest atom in
the structure, as the sharpening factor and generates a

sharpened data set for the electron-density map calculation.

Secondary Extinction Refinement The following equa-
tions, derived by Coppens and Hamilton,S3 are used when a

secondary extinction parameter is included in the refineneat:

Yy
F

O+ gy )-1/2 (1)

172
SF_yY/ (12)
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oF/3s = y"za(src)/as (13)
= 142 2 -

ar/api 0.5y (v 1)8(sPc)/api (14)

dF/3g9 = -0.2Sch313'2 (15)

vhere g is an isotropic extianction parameter and

__ _ 2 1+cos"20 T 23 126)
Y 12.593 1 + cosZ226 sin28 V= :

T is the absorption-weighted mean path length of the beanm in
the entire crystal and is approximated in the program by
using the transmission factor, T (as calculated in the pro-
gram TALABS), and calculating

T = -1n(1 - T)/p. | (17)

Prograr Description

The program can be divided into four major parts: data
input, calculation of structure factors and derivatives,
matrix inversion, and output of results, Input is divided
between subroutines PRELIM and NEWKI. PRELIM reads imn the
control information, scattering factor tables, symmetry oper-
ations, and parameters for the trial structure. The parame-
ters are stored im the separate arrays SP, AI, XYZ, and BETA
for convenience in calculating structure factors and deriva-
tives, and in the single array P for coavenience in making
the least-squares ad justmemts., If isotropic teaperature fac-

tors are to be converted to anisotropic form, PRELIN also
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coaputes for each aton
Bir1 = Biafz/“
i
Brz = Bia*h*cosy*/a, etc.
where the E's are the anisotropic temperature coefficients
used in the refinement and a*, bd*, y* etc. are reciprocal
cell parameters.,

Inpat is finished via subroutine NEWKI which reads the
parameter selection integers and stores them in the array KI.
NEWKI also counts the number of variables (NV) and calculates
the number of elements in the least-squares matrix (NMV). If
the option is used which allows different parameters to be
refined in each cycle, this subroutine is called once for
each cycle of refinement; ctherwise, it is called oanly at the
beginning of the program.

The program then enters LSQR whichk serves primarily as a
control routine for the rest of the pregram. The dimension
for the array AM, which contaias the upper diagonal part of
the least-squares matrix, is set equal to NMV when this
subroutine is called; LSQR is called each time NEWKI is
called, 1SQR consists of a loop which calls INIT, DERIV,
TERM, SMI, and OUTP as required for each cycle. INIT simply
initializes the arrays AM and V as well as the teras used for
R factor calculatioas to zero.

DERIV calculates the scaled structure factor, YC, for

each reflection and stores in the array DV the derivatives of
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YC with respect to all parameters, p. (The derivative
3sP/3s, is stored vith the derivatives for each atom.) The
expressions for these gquantities are summarized in Table 27,
in which F is the magnitude of the structure factor, s is the
scale factor, A aad B are the real and imaginmary components
of the structure factor, and p is any individual atonm

parameter.

Table 27. General form of structure factor-derivative rela-

tions
- Centrosyametric with Noncentrosymmetric
origin at
symnetry center
(sF) 2siA| s {(A2+B2) 12
3 (sF) /3s (sF) /s (sF)/s
3 {sF)/ap 2s (314} /3p) sS(A2+B2)-1y2

*[ A3A/3p + B3B/3p]

The expressions for A and B and their derivatives are
summarized in Table 28. idere the subscripts i and j refer to
the various atoms in the asymmetric unit amnd to the different
equivalent positions, respectively. Ii' fi and a; are the
isotropic temperature factor coefficient, scattering factor,
and scattering factor aultiplier, respectively, for atom i.

The teras cosij, sinij and expij are the trigonometric con-

tributions and the anisotropic temperature factor of atom i




Table 28. Algebraic EBxpressions for the Derivatives

Isotropic temperature

Anisotropic temperatture

factor factor
A gfiaiexp(-rip)ZCOSi §fiaiZexpijcosij
i i 3
B gfiaiexp(-Tip)§51ni ;fiai.exPij51nij'
i J 1 J
aA/aai fiexp(-Tip)gcosi figexpijcosij
aB/aai fiexP(°Tip)§51nij figexPijSInij

BA/aTi -pfiaiexp(-Tip)gcosi.

J

BB/aTi -pfiaiexp(-Tip)§51nij

J

BA/axi °2Wfiaiexp('Tip)§hjSLnij
aB/axi waiaiexp(-Tip)ghjcosij

3A/3812i __________

-ZWfiaighje‘pijSLnij
aniaighjexpijcosij
-fiaig(th)jexpijcosij

-fiaig(th)jexPij51nij
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in equivalent position j.

The program does the computation for each reflection in
three steps. First the sums over j are accunulated. These
are then converted into the derivatives of 2 and B with
respect toc the atomic parameters, and A and B are obtained.
Finally, the scaled structure factor and its derivatives are
computed. If a secondary extinction coefficient is being
refined these derivatives are then modified according to
BEquations (11)-(15). The derivatives are themn stored in
array DV for conveaience in later calculations.

The following sums are accumulated for use in calca-

lating various R factors:

RNOM(I) = ziIF | - IsF ||
(o] o]
RDEN(I) = $IF |
WRNOM(I) = su(FP = SF )2
(e ] C
WRDEN(I) = 5uF 2

XRNUM = y}F 2 - sSP 2}
o) c
XRDEN = TF 2
o
where the different values of I represent sumrations over all
reflections and over those reflections in specific hkl zones
and ranges of sing/).
The contribution OMEGA*(YO-YC)*DV(J) is added to each
vector elenmeat, V(J). The contributions to the matrix ele-
ments are then calculated if necessary. After the first

cycle, if the full-matrix is being used and the shift/error
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ratios vere all less than ten on the previous cycle, the
matrix element calculations would be skipped unless
requested. If the full-matrix option is being used then the

tern OMEGA*DV (J) *DV (K) is added to AM (J,K), the jkth

elenent
of the matrix. If, hovever, the block-diagonal matrix option
is selected, then the contribution to AM(J,K) is only calcu-
lated if parameters J and K apply to the same atom or one of
them is the scale factor.

After DERIV has processed all the reflections, the pro-

gram calls the subroutine TERM to calculate and priat the

various R factors:

BR(I) = RNOM(I)/RDEN(I)

weighted R ({I)

WRNUM(I) /WRDEN (1)

based on R XRNUM/XRDEN

intensities

The next step is the inversion of the matrix. The
inversion procedure used in subroutine SMI is described in
detail elsewvhere.S+ If the matrix has not been recalculated
this step is bypassed. Before calling SMI the program checks
vhether any diagomal element equals zero, which would indi-
cate a singular matrix. If a singularity is discovered
either at this point or during the inversion process, the
program will terminate after printing an appropriate diagnos-
tic message. If the block-matrix is being used then each
block is inverted by a separate call to SMI. Upon completion

of this stage the original matrix in AM has been replaced by
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the inverse matrix.

The calculations are then completed in subroutine OUTP.
First the matrix multiplication is performed to obtain the
parameter shifts, PD, and at the same time the diagonal ele-
ments of the matrix are stored in DIAG. The entire list of
parameters is then printed showing the changes which vere
made and the estimated standard errors associated with these
variables. The latter are calculated as SQRT (DIAG (J)*
SQSIG(1)) and are stored ia ERP for later use. {SQSIG(1) 1is
(D/(r-n)) 272 where D is defined by Eguation (1), r is the
nunber of observations and n is the number of variables.)

The overall scale factor shift is calculated as shown in
Equation (10). Then the shifted parameters are transferred
to the arrays AI, XYZ, and BETA and the estimated errors are
transferred to EBRXYX and ERBETA,

As the parameters and their errors are listed, several
additional numbers are prianted to help interpret the results.
Por the positional parameters the shift and estimated error
are converted from fractional coordinates to angstroms and
printed immediately after the shift/error ratio. The theramal
parameters and their estimated errors are converted from B's
to U's and these results are also printed after the
shiftysercor ratio. The U's are defined by the expression
exp[ -0, 25 (0,,a*2h2 + U,,b*2k2 + 0,,c*212 « 20, ,a*p*hk

+ 2U,,a*c*hl + 20, ,b*c*k1) ]



97

and the conversioans are made as follows:
Ui1 = 4By/a%2
U12 = 4B127a*b* etc.
A1l of these numbers are printed oanly for comvenience in
interpreting the results and are not saved or.used in any
other part of the prograna.

If necessary, related positicnal and thermal parameters
and atom multipliers may be ad justed using the RESETX, RESETB
and RESETA subroutines. The new thermal parameters are then
tested for the positive-definite form in the following way.
For isotropic temperature factors:

B, 2 0

For anisotropic temperature factors:

Bir 2 0, B2 2 0, B33 2 0

Bii1 B2 Bi1 Bis lez B23a
>0, > 0, >0
Baa Ba22 Ba1 Bas| 'Bazx Bas
Bi1:1 Bi2 Bis

B2a1 B2z B23| > 0.

|1B3z1 Bsz2 Bss

Failure of any of these tests means that the coefficients do
not represent physical reality, ia which case an appropriate

message is printed describing the problean.
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Opon completion of this test the program writes out the
nev parameters on a disk file which may serve as input for
future jobs. If the job is in the final cycle these paranme-

ters are also punched on cards at the user's request.

Evaluation

Since this program was first developed it has been used
successfully in the refinement of several structures. The
nevw block-diagonal (B-D) method has proven to be a simplified
and effective means of decreasing the cost of solving
intermediate size structures (20-50 atoms) and making pos-
sible the refinement of larger structures (90 atoms or more).
In order to compare the computational efficiency and rate of
convergence of the B-D method with full-matrix refinemeht,
several structures were refined by both methods. The compu-
tational advantage of the B-D method is due to the decreased
number of matrix elements which must be calculated and stored
within the computer and the subsequent decrease in the nuaber
of calculations involving the matrix, i.e., inverting the
matrix and solving for parameter shifts. PFor the full-matrix
the number of elements is given by n(n+1)/2, where n is the
number of variables, and for the B-D matrix it is 15i + 55a,
vhere 1 is the number of isotropically refined atoms and a is
the number of anisotropically refined atoms. A comparison of

the two methods is provided in Table 29.
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Table 29. Coaparison of matrix size for full and block-diag-

onal matrices

Number of Number of matrix elements

atoas Isotropic Anisotropic
Full Block Full Block

10 861 150 4186 550

20 3331 300 16471 1100

30 7381 450 36856 1650

50 20301 750 101926 2750

90 65341 1350 329266 4950

In order to determine hov much computation time is saved
by nusing the B-D method, a series of test runs wvas made using
all 54 nonhydrogen atoms in 2Ni(CgHoO,N,)2>¢2H,0. By inmclud-
ing all 54 atoms in every ruan the nuaber of structure factor
and derivative calculations remained constant and the changes
in execution time were entirely due to changes in the number
of matrix operations. Runs were made using both methods on
identical sets of 10, 30, 50, 100, 200 and 300 variables and
the execution times are plotted in Pigure 10 as a function of
the number of variables. Prom this plot it can be seen that
the two methods are comparable for less tham 50 variables but
the B-D method is considerably faster for anything over 100
variables which is equivalent to 11 anisotropic atoas.

Because of the meglect of interatomic correlation, B=-D
methods converge more slowly than full-matrix refinement so
more cycles are required., If significantly more cycles are

required, then the total time spent in refining the structure



Pigure 10.

Execution time vs. number of variables for full
and B-D matrix refinement. In each run one
cycle of refinement was performed. All 54 noan-
hydrogen atoms in 2Ni (CgHy0,N,),®2H,0 were
included and 5957 reflections were used. The
calculations were done on a CDC 7600/6600 com-

puter systen.
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by a B-D method could become greater than that for the full-
matrix. To test this aspect of the program, parallel refine-
ments were carried out on the W(CO) (CSCy;Hs) (CsHs) {P(CgHs) 3)
structure. A1l 35 nonhydrogen atomas were located before
refinenent began and the progress of the refinement was fol-
lowed by comparing the coanventiomal residual indices as shown
in Table 30. From this table it can be seen that the B-D
approximation worked as well as the full-matrix uatil thermal
parameters vere varied and even then only three cycles of B=-D
refinement were required for each two cycles of full-matrix
refinement.

The combined effect of using a smaller portiom of the
computer systea's memory ard occupyiag that memory for a
shorter period of time makes the B-D method highly economi-
cal, Howvever, there are also potential disadvantages. As
mentioned above, the neglect of correlation among interatormic
terms can cause very slow convergence in the final cycles of
refinement and can often cause the refinement to level off
before the best solution is reached. For example, when the
B-D method was tested on the a-calcium formate structure the
k factor converged very slowly from 11.5 to 9.5 but in a
single cycle of full-matrix refinement the R factor went fron
9.5 to 6.2. 1In general, to obtain the best possible struc-
ture a final cycle of full-matrix refinement should be exe-

cuted vhere feasible, {The final cycle of full-matrix
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T able 30. Comparison of refinement by full-matrix and
block-diagonal matrix techniques

Results are for the corpound W (CQ)CSCgHs) (CsHs) (P(CeHs) 3) &

A lL 35 atoms were located before refimement begamn. Cycle #0
i.s the initial structure., Parameters refined in each cycle
were: 1-scale factor aand W position; 2,3 and 4-scale factor
a1d all positioms; 5,6 and 7-scale factor, positions and iso-
t.7opic thermal parameters; 8,9-scale factor, positions and

a Jisotropic thermal paranmeters,

Cycle R factor
* Block Full
0 20.3 20.3
1 12.7 12.7
2 11.3 11.3
3 11.1 11. 1
4 11.1 11.1
5 9.9 Be3
6 8.5 8.2
7 8.2 8.2
8 7.2 7.1
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refinement is also required in order to create a data set for
the program ORFFE in which distances and angles and their
estimated standard deviations are calculated.)

The reuse of the least-sguares matrix on successive
cycles has also proven to be a successful method for decreas-
ing computation time when using the full-matrix. Im each
cycle after the first, time is saved by not recalctlating the
matrix elements and by not inverting the matrix. If the user
wishes to recalculate the matrix in each cycle, this option
must be overridden by setting a control variable on input;
however, this has never been found to be necessary.

Another advantage of this program is the dynamic alloca-
tion of memory for the array containing the matrix elements.
Standard FOKTRAN requires fixed dimensions for a1ll arrays.

In the case of the least-squares matrix, if the array is
given too small a dimension then large structures will not
fit the program. On the other hand, if the array is given a
very large dimension then a large amount of core memory is
allocated to the program which would cause unnecessarily high
cost and slow turn-around time for small structures. The
solution to this in the past has beem to compile several ver-
sions of the same program to handle structures of various
sizes, ALLS, howvever, uses the GTMAIN subroutine available
at the ISU Computation Ceanter and allocates exactly the

amount of memory required for the array as the program exe-
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cutes. Thus only one program is required to handle any size
problea. (The inclusion of full-matrix, B-D matrix and sec-
ondary extinction refinement in one program, plus the use of
dynanic memory allocation, enables ALLS to replace twelve
prograams vwhich were formerly used for refinement.)

In conclusion, a new block-diagonal matrix approximation
has been shown to be a valid and efficient method of crystal-
lographic refinement and has beenm included in a highly gener-
alized least-squares refinement program. Reuse of the
least-squares matrix, optional truncation of the data set,
and dynamic memory allocation are other major features of
this program which make it more efficient and more generally

applicable than other refinement programs.
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APPENDIX A: STATISTICAL INTERPRETATION OF INTENSITY DATA

Introduction

One of the major efforts in this group in recent years
has been toward the development of a highly efficient rcutine
for the collection and refinement of x-ray siangle crystal
diffraction data. Refinement of the data begins with inter-
pretation of the inteasity data and several statistical tests
have been derived which are often helpful in the preliaminary
interpretation. 7Tvwo of these are the Howells, Phillips and
Rogers (HPR) testSS and the Wilson plot.

The HPR test is based on the effect of symmetry om the
d istribution of intensities., <Centric structures are charac-
terized by comnsiderable fractions of both faint and acciden-
tally absent reflections and also coaspicuously strong
reflections., Acentric structures, on the other hand, are
noteworthy for the "sameness" of their inteasities. Ezxpres-
sions have been derived for the distribution of intenmsities
in each type of symmetry and by comparison of these theoreti~
cal distributions with that observed for an experimental
crystal one can obtain some evidence as to the presence or
absence of a center of symmetry in the crystal structure.
This is especially helpful when such a distinction cannot be
made on the basis of observed extinction conditionms.

The Wilson plot is a convenient method for obtaining a
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good estimate of the scale factor required to place the
observed structure factors on an absolute scale., It is based
on the fact that the average intensity depends only on what

is in the cell and not where it is.

Mathematical Background

Howells, Phillips and RBogers test The most general

P— =% SR -1

definition of the structure factor is

F(R) = zfiexp(zgﬁ-‘fi) (1)
i

where fi is the atomic scattering factor of the atom located
at Ei' If the atoms are placed at random locations then the
structure factor is a sum of random vectors and may ke
treated as an example of a random walk problem. Any syametry
in the cell will impose some coastraints oa the individual
atomic contributions and thus upon the whole reciprocal lat-
tice, 1In particular, if a center of symmetry is present the
vectors will pair off such that their resultant is real and
so is F(K).

F(h) = 2zficos(2nﬁofi) (A2)
1

This may be treated as a one~dimensional random walk
along the real axis and expressious have been published by
several workers for the probability of finding any value of
jFl]. WilsonS6 derived the expression most commonly used,

(i)P(F)dF = (2/7S)1/2exp(~-F2/2S)d4F (A3
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which can be re-expressed in terms of the iatensity as

(i)P(I)dI = (2rSI)-t “2exp(~-I/2S)dI. (AY4)
In these equations S is defined by S = zfiz and it can be
showvn by Pquation (A4) that S = <I>.

In the absence of synnmetry, F(E), defined by Egquation
(A1), is complex and may be treated as a two-dimensional ran-
dom walk problem in the complex plane. Both the real and
imaginary components conform to Equation (A3) but, so long as
they are uncorrelated, they combine tc giv
(1) P(F)AF = (21P}/S)exp(-F2/5) dFr (AS)
and
(l)p(I)dI = S—texp(-I/S)dI (a6)

If each intensity is expressed in terms of its local average,

z = I/<I>, ve can re-express Equations (3A6) and (A4) as

P (2) exp(-2) (a7)

(1)
(1)
Early attempts to use the P(z) frequency plots for dis-

P(z) = (272) ~t72exp(-z/2) (A8)

tinguishing the two distributions showed thea to be unduly
susceptible to small sample errors. The cuaulative
distributions

N(z) = FP(z)az
0

have L>en found to be preferable. These are

(l)N(z) = 1 ~exp(-2)

(1)

and N(z) erf(z/2)1t 72,
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Wilson Plot For a unit cell with n atoms it kas been
shown that the theoretical average intensity is given by,
<I> = gf .2 (a9)
i.e,, the average inteansity depends only on what is in the
cell and not where it is.
Ideally, the scaling factor required to place the
observed inteansities on an absoclute scale wculd be the ratio

of <Ia s> to <Io >. However, the fi's are functions of

b bs
sinB/A so the problem is aot so simple. Furthermore, in real
atoms the f's reguired are those which include thermal
motion, i.e.

<Iabs> = zfizexp(-ZBsinze/AZ) (A 10)
where the B must also be determined. If B is assumed to be
the same for all atoms then the exponential term can be fac-

tored out

= - .2 2 2 1\
<Iabs> exp (-2Bsin2g /) )zfi . (A1)
Now if

<I o> = C<I_ > (A12)

= - in<e 2 2
<I_, > = Cexp(-2Bsin2p/A )Tt (413)

2 = - in2 2

<Iobs>/2fi Cexp(-2Bsin2g/22) (2a14)

and taking the logarithms of both sides,

2y = - in?2 2
ln(<Io s>/2fi ) 1nC 2Bsin2g/) (2 15)

b

If the left side of Equation (A15) is plotted agaianst

sin26/X2 then a straight line should be obtained with a slope
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of -2B and the scale factor regquired to place the observed
structure factors on am absolute scale is
kK = C-t1vr2
¥where
lFabsl = kiFobsl.

In practice the method used is to divide the data into
concentric shells of sinf/) such that the f's can be consid-
ered constant within each shell., The average intensity in
each shell is them calculated as is the left side of

BEquation (415).

Program Description

The Wilson plot and the HPR test have both been pro-
grammed as integral parts of the data collection algorithm
used in this Laboiatory. The programming language used is a
subset of PL/1, ALECS,S? developed in this Laboratory.

The sums required to calculate the local average inten-
sities are accumulated as the data are collected. All data
with sin2g/)2 in the range 0.00497 to 0.29092 are divided
into seven shells in egual increments of sin2g/)2. Reflec-
tions falling outside these limits and those with negative
net intensities are pot included. Within each shell a summa-
tion over all the intemsities is accumulated and each sua is
stored in one element of the array AVI(I). The array M(I)

stores the number of reflections in each shell.
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Since the individual intepsities are required later, the
reflection data are also stored on disk. Because of the lim-
ited amount of disk space available ia the minicomputer, the
data are stored in compressed form by packing h, k and 1 into
a single word. Since a floating point number is stored as
twvo words and an integer as one word, the structure factor is
scaled up by 100 and stored as an integer. A third word is
also stored which contains a digit between 1 and 7 corres-
ponding to the shell in which the reflection is located. The
data set is limited to 4000 reflections ard when the availa-
ble space is filled the program sets a flag so that no more
reflections will be stored.

Opon coapletion of data collection the intensity summa-
tions and number of reflections in each shell are passed into
subroutine HPEK1., HPR1 asks if an HPPR plot is desired amd if
so how many octants should be used., The number of octants
required for a unigue set of data should be entered. The
program detects a change in octants by a change in the sigas
of the indices and stops when the appropriate number of
octants has been used. The average intensity, <I>x, ian each
shell is then calculated and the distribution of intensities
in each shell is determined. The array AN(I,J) is a 9x7
matrix used to accunulate the intensities as follows:

A reflection is read in and determined to belong in

shell X. The guantity z = I/<I>x is calculated where I is
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the individual intensity and <I>x is the average intemsity of
all the reflections in shell X. If M(X) is the number of
reflections in shell X, then the quantity 1/M(X) is added to
each AN (Y,X) for which z < Y/10.

After all the reflections have been read in and the dis-
tributions in each shell have been accunulated, these distri-
butions are added together to get a total distribution

D(I) = ZAN(I,K)*M(K)
X

and D(I) is then the cumulative distribution of inteasities.
Each term in this array is then compared to the theoretical
values for centric symmetry, shown in Table 31, and if seven
out of the nine values are greater than or egual to the
theoretical centric values then the prediction of centric
symmetry is made; otherwise, the program predicts acentric
synmetry.

The program then prints a graph of N(z) vs. z showing
the theoretical centric curve as +!'s, the acentric curve as
*'s and the observed curve as 0's, If an observed valwue
exactly matches a theoretical value then only the 0 is
printed. Figures 11 and 12 show sample output for centric
and acentric structures, respectively.

After printing the graph the program asks if a Wilson
plot is to be calculated. If so, then the program asks for
the number of different elements in the crystal. For each

element the program requests the atomic number and number of
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Table 31. Theoretical cumulative intensity distributions,

N(z), for centric and acentric symmetry

z Centric Acentric
0.1 0.2486 0.0952
0.2 0.3450 0.1813
0.3 0.4157 0.2592
0.4 0.4736 0.3297
0.5 0.5205 0.3935
0.6 0.5616 0.4519
0.7 0.5967 0.5034
0.8 0.6289 0.5507

0.9 0.6572 0.5934
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TYPE Y FOR HPR PLOT?Y
NUMBER OF OCTANTS TO BE READ.?2

ALICE SAYS THE UNIT CELL IS CENTRIC

WILSON RATIO= «51285

PLOT OF N (2) VALUES VERSUS 2

0 = CALCULATED VALUE
+ = CENTRIC VALUE
* = ACENTRIC VALUE
1,00 |
|
!
|
!
.80 |
|
{
|
f 4 0
<60 | 0 *
| 0 *
| 0 *
| 0
] 0 *
<40 | + *
i 0
i *
l 0
{ + *
«20 | ¥
i
i .
{ *
|
0.00 |
0.00 .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00

Figure 11. Sample output from HPR plot for a data set
displaying centric symmetry
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TYPE Y FOR HPR PLOT?Y
NUMBER OF OCTANTS TO BE READ.?2

ALICE SAYS THE UNIT CELL IS ACENTRIC

WILSON RATIO= «72311

PLOT OF N (2) VALUES VERSUS Z
0 = CALCULATED VALUE

+ CENTRIC VALUE

* ACENTRIC VALUE

-d

«00

.80

« 60

< U0

« 20

- AN SN SRND e Sl WS SN gemge UIDG ML VR Sepes SHEN wwme SN fpun IR ENND SV men VS eh ey S—
™
O+
*

0.00 }
0.00 .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00

Figure 12. Sample output from HPR plot for a data set
displaying acentric symmetry
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atoms per unit cell, For each of the seven groups of reflec-
tions the left side of Equatiom (A15) is calculated as

la(<I> /zN.2. £,
(<T>5/28,2, )

vhere <I>j is the average intensity in the jth shell, ¥ 1is
i

the number of atoms of element i, Zi is the atomic number of
element i, angd fj is a unit scattering factor at an amngle
corresponding to the jth shell of reflections. These fj's
vere obtained by taking the scattering factor for oxjgen at
the sings) values corresponding to the upper limits of the j
shells and dividing by eight, the atomic number of oxygen.
The scattering factor for‘any element is then approximated by
multiplying these fj's by the atomic number of the element.
This approximation is made to reduce the space which would be
required to store individaal scattering factors for all the
elements., The seven points are then plotted agaimst

sin29 /)12, again using the value at the upper limit of each
shell, and the line of best fit is then determined by least-
squares techniques. The temperature factor is deteramined
from the slope of this line and the scale factor from tkhe
intercept and all of these aumbers are printed. The output
is completed with a graph showiag the calculated points and
the least-squares line. A sample of the input and output for

the Wilson plot is shown in Pigure 13.
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WILSON PLOT? Y OR N?Y
NUMBER OF DIFFERENT ELEMENTS?6
FOR EACH ELEMENT GIVE: ATOMIC #,# OF ATOMS/CELL
123524
2217728
321624
421524
52828
626252

SLOPE= -0.6918780E01 TEMPERATURE FACTOR= 0.3459390E01
INTERCEPT= 0.5080674E00 SCALE FACTOR= 0.7756656E00

WILSON
.19

LOT

e 15

P
i
!
{
|
|
!
{
|
|
|
-ou‘g I
!
|
i
|
-.83 |
1

i

i

: |
-1.18 |
|

|

|

|

.005 .0458 086G .1275 .1683 .2092 .2500 .2909 .3317

Figure 13. Sample listing of the input and output for the
Wilson plot obtained usiung the leptophos data
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Evaluation

The advantage of having the HPR and Wilson plots incor-
porated into the data collection procedure is primarily the
rapid availability of the results. Imemediately upon comple-
tion of data collection the user need only enter a single
conmand to the computer to obtain the HPR plot and a mimimal
set of parameters to obtain a Wilson plot., This eliminates
the time and effort, and inevitable mistakes, involved in
preparing to run the eguivalent programs in batch-mode after
reducing the data at the Computer Center.

The HPF plot works guite well although some approxima-
tions were necessary to run in real-time mode. Ideally, the
systematically extinct reflections should not be included in
this test, Hovever, since it is impossible to know which
reflections are systematically extinct until data collection
has progressed far enough to observe the extinctions, the
program treats all reflections as syemetry allowed. This is
not a serious problem for relatively low symmetry crystals
but for centered space groups, where there are many extinct
reflections, the lov intensity reflections would be over-
veighted and the test would give erromecus results. A simi-
lar problem occurs if a crystal diffracts weakly so that
there are many unobserved reflections. Since a large propor-
tion of low intensity reflections is characteristic of cen-

tric symmetry, an HPR test may predict centric symmetry for
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an acentric cell due to experimental and symmetry effects
which cause a large number of such low intensities. 1In gen-
eral, therefore, a prediction of centric symmetry cannot be
taken as proof of a center of symmetry, but a prediction of
acentric symmetry is very strong evidence that there is not a
center of symmetry. The plots shown in Figures 11 and 12
were obtained from the data for leptophos and dimethoate,
respectively., In each case the symmetry was correctly
predicted.

The Wilson plot has been similarly successful in
predicting scale factors although the approximation used for
the scattering factors has been found to introduce a slight
overestimate of the scale factor and underestimate of the
temperature factor. Using data from a dimethoate crystal
this prograe predicted k = 0.392 and B = 3.96 while a more
sophisticated program including the exact scattering factors
yielded k = 0.352 and R = 4.79. A comparison of the
predicted scale factors with those obtained in the final
cycle of refinement confirms a slight overestimate; 0.776 vs.
0.607 for leptophos, 0.391 vs. 0.371 for IPAT, and 0.248 vs.
0.124 for g-~calcium formate. However, since k and B are only
used as starting parameters to be refined ia the
least-squares procedure the results from this prograa are
quite satisfactory. It should be pointed out that since the

scale factor in the least-~squares procedure is applied to the




125

P 's rather tham the F 's, the reciprocal of k is used in
abs obs
the refinement progranm.

In conclusion the HPR and Wilson plots have been
successfully integrated into a data collection algorithe and

have been found to provide rapid and accurate statistical

evaluations of the intemsity data.
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APPENDIX B: ZIRCONIUM BROMIDE HYDRIDES

Introduction

Corbett et al. have recently been involved in the devel-
opnent of methods to prepare metallic halides, i.e., halide
salts which are metallike in their electrical conductivity.
Two of these halides, 2ZrCl1S5® and 2rBr,S? were chosen for use
in an investigation of the faundamental properties of poten-
tial hydrogen storage materials.®9 The ZrCl and ZrBr react
reversibly with hydrogen to form the phases ZrClH,.s,ZrClH,
ZrBrH,.s and ZrBrH which are thermodynamically stable with
respect to disproportionation into binary halides and
hydrides, On the basis of the stroang Zr-H interactioas
observed, Corbett bhas concluded that the compounds are
hydridic or contain phases at least as hydridic as bimary
zirconiuz hydride. In order to better understand the Zr-H
interaction it would be very helpful to know the positions of
the hydrogen atoms in the hydrides and hemihydrides. The
Z2rCl and ZrBr structures have been investigated by x-ray dif-
fraction analysis and both salts were found to be basicaily
tvo-dimensional metals consisting of infinite double metal
layers separated by double layers of halide. Therefore, a
neutron diffraction investigation was initiated to locate the
hydrogen atoms. Because of the negative scattering length

and high degree of incoherent scattering by hydrogen, the

~
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deuterides vere also used for these investigations. Saaples
of ZrBrH,,5, ZrBrD,,s; and ZrBrD were kindly supplied by

Struss and Corbett,

Experimental

The samples used for data collection consisted of pow-
ders contained in a thin-walled (5 mil) cylindrical alupinum
sample holder 1 cm, in diameter and 4 cm. in height. The
neutron 4diff: action data were collected at the 5M¥ Ames Labo-
ratory Research Reactor (ALER) on a two-axis diffractometer
modifieds! for multiple-waveleagth diffraction (\; = 1, A, T
28). Each data set was coilected as follows:

ZrBrH, . A series of 5 scans was run from

29 = 16° to 206 = 100° in incremeats of 0,29

26, The data were averaged and a plot of the

resulting averaged scan is shown in Pigure 14,

A series of three scaans was run over the same

range on the empty sample holder and the aver-

age of these three scans was subtracted froa

the data to correct for background.

2rBrDo.s A series of 4 scans was run fronm

20 = 89 to 26 = 1109 in increments of 0.2°9 20,

The data were averaged and a plot of the

resulting averaged scan is shown in Figure 15.

ZcBrD Two scans were run from 20 = 69 to
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2g = 110° in increments of 0.1°9 20, The data

vere averaged and a plot of the resulting

averaged scan is showa in Figure 16.
An additional three scans were made on the empty sample
holder from 26 = 162 to 20 = 100° in increments of 0.29 26
and the data vere averaged to produce a backgrournd correction
for the second and third data sets. All of the averaged data

sets are punched on computer cards for permanent storage.

Results

The original intention was to obtain reasonable starting
models of the structures and then refine the parameters using
the recently developed multiple-wavelength profile refinement
algorithm.%t* It was first assumed that the ZrBr structure is
not significaantly altered by the addition of deuterium, so
that the coordinates of Zr aand Br are the same as in the non-
deuterated species. Then, assuning that the deuterium occu-
pies the interstitial sites within the Zr-Zr double layer,
there are 0.5 octahedral and 1.0 tetrahedral sites available
per zrBr formula unit. Therefore, a model placing the deu-
terium in all the octahedral sites seemed reasonable for the
hemideuteride and a model with deuterium occupying all the
tetrahedral sites was selected for the deuteride. The cell
constants, atoamic coordinates and symmetry information for

this model are included in Table 32. However, since powder
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patterns based on these models, calculated with the progran
YCALC, differed significantly from the observed patteras,
these models were discarded. A series of models was then
tested by varying the proportion of deuterium in tetrahedral
and octahedral sites but no model could be found to provide a
match for the observed data. Indeed, no model was close
enougk to the correct structure for the refinement program to
be used.

The interpretation of these data was made more difficult
by lack of resolution and overlap of the two wavelength con-
tributions. After the closing of the ALRR the ZrBrD sample
was sent to the University of Missouri Reactor and a set of
higher resolution data was obtained with monochrcmated neun-
trons (A = 1.103 f). These data were obtained via a single
scan from 20 = 3.0° to 20 = 809 and are shown in Figure 17.
With these data it was possible to index the reflections and
determine more accurate cell parareters. Thke lattice con-
stants for the hexagonal cell are a = 3.488 & and ¢ = 29.2398
% which yields a cell volume about 3% larger than for the
nondeuterated species., A calculated pattern based on this
cell matches the positions of the peaks in the neutron and
x-ray diffraction data except for a difference of 0.2° 20 for
the 0,0,21 reflection which is weakly observed with x-rays
but unobserved with neutrons.

An attempt was made to calculate a Patterson map using
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estimated individual intensities from these data. However,
the map yielded no useful information.

A comparison of the observed x-ray and neutron diffrac-
tion patterns should yield some information. 1In particular,
the 012 reflection at 21.499 25 is observed with x-rays but
not with neutrons while just the reverse is true for the 013
reflection at 22.039 2g. This would suggest that the deuter-
ium atoms are concentrated along these planes and should pro-
vide a clue to the positions if the indexing is correct. In
general, the agreement between the calculated and observed
positions of diffraction peaks for both x-ray aad neutron
data indicates that the indexing is reasonable.

The failure to obtain a good starting model is strong
evidence that the ZrBr structure has changed significantly,
contradicting one of our basic assumptions. Further work on
the structures of these hydrides should be done with x-ray
data in order to more precisely determine the positions of
the Zr and Br atoms., With this information available it
should be possible to interpret the neutron data and obtain

the hydrogen positioas.
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Table 32. Parameters used in the trial stractures of

ZrBrD,,s and ZrBrD

space group R§m
equivalent positioas (0,0,0; 1/3,2,3,273; 2/3,1/73,1/3) +

0’ O,Z, 0' 0,-2

unit cell parameters a = 3.5031 §
c = 28,071 4
atomic positions Zr 0.0 0.0 0.2902
Br 0.0 0.0 0.3917
octahedral D 0.0 0.0 0.5000

tetrahedral D 0.0 0.0 0.1390
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